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Foreword

This book of proceedings collects the papers presented during the Engineering Institution of
Zambia (EIZ) 2017 Symposium held in Livingstone, Zambia, 7" April, 2017. The theme of the
Symposium “Industrialisation: Sustainability and Efficiency” was about new and current
scientific and engineering knowledge and practices to efficiently manage the inputs to and the
process of industrialisation. Consequently, the papers presented reflect this point; they vary from
those reporting mining and agriculture as the main sources of inputs, energy and infrastructure
development, and small and medium enterprises (SMEs) as key players in the industrialisation

process.

The EIZ Symposium continues the tradition of bringing together researchers, academics and
industry professionals from all over the world, a combination which made the symposium as
outstanding as it has always been. The symposium particularly encourages interaction among
participants in an informal setting to network and share knowledge on current best practices in

engineering.

These proceedings will furnish the engineering professionals and other stakeholders with a useful
reference book. All of the papers presented here were refereed; we thank all authors and referees
for their cooperation in ensuring that the various deadlines were met. We wish to express our
appreciation to the members of the EIZ Publications Committee for their efficiency and dedication

in ensuring that all the papers were ready for the symposium.

Finally, we acknowledge the support from the EIZ Secretariat in ensuring that all the requirements
were put in place for the success of the symposium.

Eng Levy Siaminwe, PhD

Chairman, EIZ Publications Committee

April 2017
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A methodical review of condition monitoring of
equipment as tool for improving productivity of mines.

“Victor Mutambo?, James Phiri?,

Abstract

The purpose of this paper is to look at the value mine operators would acquire if they
applied condition monitoring of mine equipment as a tool for improving equipment
effectiveness and productivity of mines. Currently, many mine operators during period
of low profits focus on labour reduction as opposed to optimisation of mine equipment
through reduction of down time. A critical look at most mining operations shows that a
large number of companies still rely on break down maintenance as a major approach to
maintaining their equipment.

This paper reviews aspects of condition monitoring and how it can be used to reduce
equipment down time and increase machine working life. The overall objective of the
application of such methods being to reduce mine or plant operating costs while
maintaining safety and long term sustainability. Condition monitoring allows mining
companies to schedule the maintenance programme or other actions to be taken before
the failure occurs to avoid the consequences of failure. It is typically much more cost
effective than allowing the machinery to fail.

This paper is intended as an overview, there are main separate aspects mentioned here
that could provide subject for further research and more in depth treatment.

Key words: condition monitoring, mine equipment, down time, productivity

Introduction

The mining sector has in the recent past witnessed reduced production due to weak
demand from end users of minerals such as China and the European Union (World Bank,
2016). The fall in production has led to a reduction in industry profit and Government
revenue. As a result of this scenario, mining companies are looking to do more with less
by optimising their productivity mostly by applying the traditional approach of laying off
workers. However, what most companies do not realise is the fact that they can still
survive period of low profits and capital by optimising equipment performance and
enhancing productivity through curtailing downtime without necessarily cutting down on
the labour force. Reducing downtime helps to diminish operational costs by ensuring that

1 University of Zambia, School of Mines, Department of Mining Engineering, Lusaka, 10101, Zambia, E-
mail: vmutambo2002@yahoo.com

Z University of Zambia, School of Engineering, Department of Mechanical Engineering, Lusaka, 10101,
Zambia
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frequent and expensive machine malfunctions and repairs are circumvented by employing
predictive maintenance using various forms of condition monitoring.

Condition monitoring is a process of continuously monitoring operational characteristics
of a machine to predict the need for maintenance before a deterioration or breakdown
occurs (Williams, et al., 1994). Condition monitoring aims to prevent unplanned
breakdowns, maximise equipment availability and reduce associated hazards. Condition
Based Maintenance (CBM) differs from earlier used methods of preventive maintenance
by focusing maintenance on actual condition of the machine rather than on planned
schedule. Condition monitoring of mining equipment results in increased utilisation,
fewer unexpected breakdowns, advance knowledge about required spares and equipment,
increased and predictable equipment output and effective utilisation of labour. Condition
monitoring also helps to avoid catastrophic failure of mine equipment and plant hence
preventing accidents. The principal objective of an efficient condition monitoring system
Is to detect the process, component and machine faults, thereby, enhancing the quality of
manufactured products and reducing the down time and maintenance cost (Acharya, et
al., 2009). However, predictive maintenance does not mean that routine servicing and
adjustment of equipment is done away with. It increases the likelihood that it will not be
overlooked or omitted. Well-planned maintenance incorporating predictive techniques
increases the confidence and morale of the workforce operating the equipment which in
turn results in improved productivity.

To decide if condition monitoring is appropriate or worthwhile in any particular set of
circumstances, it is necessary to: a) asses the cost, and b) assess the viability from a
technical stand point e.g., is there a suitable quantity or quantities that can be monitored
to correctly indicate deterioration in condition and the need for maintenance?

The following parameters are commonly assessed in condition monitoring of equipment:
temperature; pressure and flow, infrared, oil analysis and vibration.

Monitoring of temperature, pressure and flow

These are well established technigues and since in condition monitoring a very accurate
measurement is not required, but rather a sensing of change of parameter from a given
“baseline”, relatively simple and inexpensive systems can often be used. Such systems
normally employ sensors or transducers and incorporate signal conditioning where
required. During operation of mine equipment a multitude of various signals are emitted
from the machine tool and the process. In order to extract useful information from
machine condition monitoring data, several stages of signal processing and data analysis
are normally needed. Therefore, signal conditioning is essential for abnormal patterns,
I.e., Sensory Characteristic Features (SCFs), which can be related to physical phenomena
or fault conditions. These can be linked to “alarm” systems to notify of excessive change
in the measured parameter and indicate automatic shutdown where risk of serious damage
or danger is involved. This type of monitoring can be applied to most types of equipment,
e.g., conveyor belts, engines, bearings, switch gears, transformers, motors, filters, pumps,
hydraulic systems, air conditioning and refrigeration (Williams, et al., 1994)



Infrared thermography

Heat is often an early symptom of equipment damage or malfunction, making it a key
performance parameter monitored in predictive maintenance (PdM) programmes.

Infrared Thermography (IRT) is the technique for producing an image of invisible
infrared light emitted by objects due to their thermal condition. An image produced by an
infrared camera is called a thermogram or sometimes a thermograph. Therefore,
Thermography allows one to make non-contact measurements of an object’s temperature
(Hurley, L. (1994),

Infrared thermography detects infrared energy emitted from an object, converts it to a
temperature reading, and displays the image of temperature distribution. Temperature is
one of the most common indicators of the structural and functional health of
equipment and components. Faulty machinery, corroded electrical connections and
damaged material components, can cause abnormal temperature distribution (Hurley,
1994). IRT is the process of using thermal imagers to capture infrared radiations emitted
by an object to locate any abnormal heat pattern or thermal anomaly which would
indicate a possible fault, defect or inefficiencies within a system or machine asset
[Newport, www.electricity-today.com]. The basic principle underlying this technique is
based upon Planck’s law and Stefan-Boltzmann’s law which states that all objects with
temperature above 0 K (i.e. -273°C) emits electromagnetic radiation in the infrared region
of electromagnetic spectrum i.e. wavelength in the range of 0.75-1000 pum and the
intensity of this IR (infrared) radiation isa function of the temperature of the body .

Infrared thermography is generally classified in two categories, passive and active
thermography (Hurley, 1994). In passive thermography, the temperature gradients are
naturally present in the materials and structures under test. However in some cases the
thermal gradient is not so prominent as in cases of deeper and smaller defects and
is not visible on the surface using passive thermography. On the other hand, Active
Thermography (figure 1) is an imaging procedure for non-destructive material testing. A
heat flow is induced by an energetic excitation of the test object, which can be done in a
transmissive or a reflective setup. The resulting heat flow is influenced by interior
material layers and defects. These inhomogeneities can be captured on the object surface
by high-precision thermographic cameras. The additional application of different
evaluation algorithms improves the signal-to-noise-ratio, which allows for detection of
smallest defects.

Oil Analysis

Oil is an important source of information for early machine failure detection. Qil in
machines is usually used for lubrication to reduce friction between moving surfaces.
Comparison with vibration based monitoring, lubrication oil condition monitoring can
provide approximately 10 times earlier warnings for machine malfunction and failure
(Poley, 2012). Lubrication oil analysis (LOA) includes fluid property analysis (fluid
viscosity, additive level, oxidation properties and specific gravity), fluid contamination
analysis (moisture, metallic particles, coolant and air) and wear debris analysis
(Kumar, et al., 2005). Fluid property and contamination analysis is used to analyse the
condition of oil to determine whether the oil itself has deteriorated to such a



degree that it is no longer suitable to fulfill its objective. Wear debris analysis is a
technique  which is used to monitor equipment’s operating condition by analysing the
content of debris in the lubrication and hydraulic oil samples.
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Figure 1. Setup of Active Thermography (InfraTec 2012)
Vibration monitoring

Vibration signature analysis (VSA) isa widely used condition monitoring technique to
determine the overall condition of a machine, (Shrivastava, et al., 2012) which is
based on measurement of vibration severity of the machine under test. Every machine
in its working condition produces a vibration and this vibration is a characteristic
signature of the machine which does not change over time. However, in cases of
structural or functional anomaly or failure, the dynamic characteristics of the machine
change which are reflected in its vibration signals. Once an acute vibration signature has
been recorded for a machine in good condition it may be used as a baseline to compare
with subsequent vibration records taken at prescribed intervals (Acharya, et al., 2009).
By using various signal analysis techniques one can determine the exact category/type of
fault.

Condition motoring of conveyor belts in mines.

Conveyor systems are widely used in both surface and underground mines for the
transportation of broken mineral ores. Despite having various configurations, they share
certain characteristics that make them suitable for condition monitoring.

Belt conveyor systems generate certain and predictable vibration signatures when
operating correctly at various speeds and loading. These vibrations are primarily
produced by motors, gearboxes, idlers, pulleys and other mechanical devices used to
translate the constant rotational energy of the motors to the varying linear energy required
for conveyor operation.

Traditional means of collecting vibration data from conveyors involves using vibration
analysers. While this method is accurate, it has drawbacks in a mining environment in
that it involves sending personnel to physically collect data at a working conveyor belt.



This scenario exposes the personnel to a lot of risks such as unexpected entanglements in
moving parts of the conveyor. Additionally, the traditional method’s lack of real-time,
constant monitoring makes prediction of equipment failure difficult.

In order to address these challenges, a condition monitoring system, connected to
vibration sensors located at various points along the belt conveyor system, delivers
continuous data on the conveyer operation and provides constant understanding of the
asset’s health. Only the most critical components, such as large motors, gearboxes,
important roller bearings, and main idlers and pulleys are monitored.

The condition monitoring system’s PC-based monitor presents detailed information of
the conveyor system status to mining operations personnel, thereby allowing predictions
to be made concerning operation of the conveyor belt. Application of condition
monitoring to the conveyor belt enables mine operators to address timely predicative
failures thereby improving overall mine productivity.

Overall Equipment Effectiveness (OEE)

The strategic outcome of condition monitoring of equipment is the reduced occurrence of
unexpected machine breakdowns that disrupt production and lead to losses, which can
exceed millions of dollars annually (Gosavi, 2006). Overall equipment effectiveness
(OEE) methodology incorporates metrics from all equipment manufacturing states
guidelines into a measurement system that helps manufacturing and operations teams
improve equipment performance and, therefore, reduce equipment cost of ownership
(CO0). Condition monitoring of equipment can also employ OEE as a quantitative
metric for measuring the performance of a production system. OEE is calculated by
obtaining the product of availability of the equipment, performance efficiency of the
process and rate of quality products (Dal, et al., 2000; Ljungberg, 1998):

OEE = Availability (A) * Performance efficiency (P) * Rate of quality (Q)

(1)

where:

Availability (A) = =2*5E BN IERE 4 100
(2)

.. P d t
Performance efficiency (P) = - Toceset Aot — % 100
Operating time /theoretical cycle time

(3)
. _Processed amount—Defect amount
Rate of qua“ty (R) B Processed amount *100
(4)

This metric has become widely accepted as a quantitative tool essential for the
measurement of productivity in manufacturing operations (Samuel, et al., 2002).



Conclusion

A critical look at most mining operations shows that a large number of companies still
rely on break down maintenance as a major approach to maintaining their equipment.

Condition monitoring of mining equipment and plant can result in increased equipment
availability due to predictive maintenance that allows mine operators to have knowledge
about pending break downs or machine failure. Furthermore, condition monitoring leads
to increased and predictable machine output, quality performance, efficiency and
effective utilisation of labour. Condition monitoring also helps to avoid catastrophic
failure of mine equipment and plant hence preventing accidents.

Therefore, application of condition monitoring can substantially enable mining firms to
raise their productivity and remain viable even during times of depressed commaodity
prices by eliminating unwarranted costs associated with unplanned break down of
equipment.
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A Mine Design for Baluba Centre Limb East Fringe
Area Between 495mL and 510mL Mining Levels From
Structural Sections SS28E to SS30E Using Sublevel
Caving

Olivia Malambo! and Bunda Besat

Abstract

Although several mining softwares exist concerning underground mine design, they fall far short
of what is truly required for a particular and specific underground mine being the ground
characteristics and properties. Such properties are the geological, geotechnical, rock mechanics
and geometrical characteristics of the ground which then determine the design parameters of that
area.

This paper shows in detail the information on the ground characteristics and properties of Baluba
mine’s Centre Limb East Fringe area hence giving the detailed design standards and dimensions
to be used with respect to Sublevel Caving mining method in the generation of a mine design.
This design is to give an engineering procedure of mining the ore block in between 495mL and
510mL mined out levels of Baluba Centre Limb East (CLE) Fringe area. Also, this paper
examines the economic viability of the design generated by determining the direct mining costs
and profit to be realized.

This project was proven viable with the use of AutoCAD software to design a new mining level
called 500m level in terms of development drives and stopes for exploitation with a capital
investment of US$500 000 and total calculated costs US$456 987.63, hence generating US$6.4
million mining profit (surplus).

Keywords: Underground, Sublevel Caving, Design standards, Mine design, Economic viability.

1.0 Introduction

Underground mine designing is a process of planning and coming up with the best optimum
engineering layout for underground workings and activities to be carried out so as to optimise
production which will increase the profits but minimise the costs while maintaining safety
standards as per jurisdiction. It involves artistic and scientific knowledge methods to carry out the
different complex activities and processes to reach, extract and transport the ore (Mario, 2001).
A mine design is defined as an engineering design layout of the entire mine subsystems and
operations defining a complete mine structure and sequence of mining activities.

! The University of Zambia, School of Mines, Department of Mining Engineering, P O Box 32379,
Lusaka.

Corresponding authors: malamboolivia@yahoo.com & bbesa@unza.zm



mailto:malamboolivia@yahoo.com
mailto:bbesa@unza.zm

In order to design a mine, the following must be taken into consideration; the geotechnical,
geological and rock mechanics properties of the area which will help determine the design
standards required for rock support, ventilation, transport, mine services and also the general
safety and precautions (ZCCM, 1990). This project’s purpose is to come up with a mine design
using Sublevel Caving (SLC) mining method for Baluba Centre Limb East Fringe (CLE) area
between the levels 495mL and 510mL from Structural Sections SS28E to SS30E which is going
to provide all the necessary technical information on how to proceed with the exploitation of the
ore reserves on the above mentioned section of the mine.

2.0 Problem Statement

Following the previous mining activities that took place at Baluba mine, it is evident that mining
was not technically or safely done in some areas because the mine echelon was followed. This is
shown by the existence of the large blocks of ore that remained in between voids created by the
old mined out mining levels. These blocks of ore were not mined because of insufficient
geological and geotechnical information that was given which could not be used in designing new
mining levels in those areas at that time. This was as a result of few boreholes made in the area
such that there was little information available to allow mining. Therefore, as exploration works
continued, mining also continued on the levels below without following the standard mining
echelon leaving unmined ore blocks above.

Due to the depletion of reserves at Baluba, there is need to find and mine the remaining ore
reserves as well as those left out in between mined out areas, while finding safe and economic
ways of mining them. It is for this reason that this research project was proposed.

3.0 Objectives

The main objective was;

e To generate a mine design for Baluba Centre Limb East Fringe area between 495mL
and 545mL mining levels from Structural Sections SS28E to SS30E using Sublevel
Caving mining method.

The main objective was achieved through the following sub-objectives and these were;

1. To create and design a new mining level called 500mL.
2. To evaluate and determine whether the design was economically viable.

4.0 Methodology

In order to achieve the objectives stated earlier, various methodologies were applied. The
methodologies used for each of the objectives are outlined below.

To design a new mining level called 500mL, a mine design had to be made using the Baluba mine
design standards to develop mining drives and stopes. This was dependent on the mining method
to be used being the SLC mining method. The AutoCAD software was used to make the
engineering design of 500mL which included the developments and stopes to be made. The old
plans and sections were of input to the design.



Finally, to determine the economic viability of this project, cost analysis of the direct costs to be
incurred for 500mL were carried out. Such costs include; labour costs, support costs, mucking
and production costs, drilling costs and blasting/explosive costs. The expected Revenue was
calculated as a product of; recovery, grade, ore tonnage and the metal price per tonne. Then the
profit was calculated subtracting total costs from the revenue. The project profitability indicators
were also used to determine the projects economic viability through the discounted cash flow
criteria and non-discounted cash flow criteria.

5.0The 500mL Centre Limb East Fringe (CLE) Design

To design 500mL (CLE), the Baluba ground characteristics were collected. These are shown in
Table 1. Figure 1 shows the Baluba ore body model to be extracted. Using mine design
softwares Gemcom and AutoCAD, paper level plans and section drawings, the design for 500ml
CLE was made. This was done by the addition of the developments and stope outlines placed
over the ore inventory, previously defined by the mine geologist using the Gemcom software
hence making a complete mine design layout using AutoCAD. For this 500ml CLE to be
designed, the drilling and blasting layouts were made using structural sections, the grade and
tonnage were then calculated, including an estimate for ore recovery and ore dilution.

5.1 Standard Dimensioning and Design

The dimensions and layout of the developments and excavations made for 500mL CLE were with
respect to Sublevel Caving mining method and are exclusive to Baluba mine only hence are as
follows;

All the drives, being haulages, footwalls, crosscuts and cone drives, have the dimensions of 3.4m
height x 3.2m floor width giving an end size of 10.88m? face area as shown in Figure 2. The
standard distance between crosscuts is a range between 15 — 20m apart. The shorter distance being
15m is preferred in areas of stronger ground with less or no previous old developments nearby.

Figure 1. Baluba ore body.
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Table 1. Baluba ground and ore body characteristics.

le—— 3.4000
1.600

Floor

Figure 2. Front elevation of a 3.2 x 3.4m development end.

FOOTWALL ORE BODY HANGINGWALL

PARAMETER VALUE COMMENT VALUE COMMENT VALUE | COMMENT
ROCK TYPE Conglomerate schist Avrgillites DEL?‘TS':'C
RQD VALUE 87% Good 93% Very good 89% Good
RQD RATING 14 Good 14 Good 14 Good
U.C.S 74 Weak 101 Moderately 70 Weak

strong
MRMR 67 Fair — good 70 Moderately 68 Fair - good

strong
RMS 44 Weak 60 Good 44 Weak
Deposit shape Irregular but trough form
Deposit thickness 7.51t020m
Dgpos]t dip/ Dip 55000 / SE
Direction
Depth 602m
Grade 2.05%

Centre line
Roof
Grade line 5.4000

In areas of weak ground, the distance between the crosscuts is increased to either 18m or 20m.
The standard distance between the footwall and the cone drive is 18m — 20m. 18m is used in
competent ground areas and this shortens the lengths of the crosscuts in between hence cost
reduction is experienced. In the case of weak ground, 20m is chosen and the converse is also true.
Figure 3 shows a plan view of the standard dimensions of the footwall, crosscut and cone drive.
The clearance from a new development should not be less than 6m radius to another development
whether new or an old existing one. For the ease and effective manuverability of trackless heavy
equipment such as LHDs, the gradient of any development should not be more than 8%0°0°* up-
ramp and not less than -8°0°0> down-ramp and the turning radius should not be less than 90°
internal angle either clockwise or anticlockwise.

11




Cone drive

<—Crosscut drive

Footwall drive

Figure 3. Plan view of the standard dimensions of the drives.

For all types of raises such as slot or ventilation raises, the standard diameter is 1.8m but varies
for ventilation raises depending on the amount of ventilation required in an area. In stoping and
production, the size of the stope is not standard but depends on the ore body thickness, boundary,
dip and the grade of the ore present. The perimeter of the stope follows the outer stoping long
holes that are drilled at a dip angle more than the angle of repose of the material in order to allow
the flow of blasted material by gravity. All the stope holes are drilled dipping at 45° — 60°. The
outer holes give the stope profile and form a cone shape as the draw point. In steeply dipping ore
body, the crown pillar of 3m width is left in between stopes. For the same purpose, in flat ore
bodies, rib pillars of 3m width are left. The cone drive is marked with stope rings for production.
The ring burden is 2m with the drill hole spacing (toe burden) of 2.4m with the lower and upper
limits being 1.9m and 2.9m respectively if using a 76mm drill bit. If an 89mm drill bit is used,
the toe burden is 3m with 2.5m and 3.5m as the lower and upper limits. The bulk density of the
Baluba ground material is 2.67 t/m®. With the mentioned dimensions and standards required for
sublevel caving mining method, the 500mL CLE design was made using structural sections as
shown in Figure 4 depicting drive 3 of SS28E as an example. Furthermore, the detailed plan view
of the whole 500mL CLE is shown in figure 5. The green outlines indicate the 500mL CLE
developments while the purple outlines indicate the 500mL stopes. Also, the 3D model of the
500mL CLE developments is shown in 3 planes in green colour in Figure 6.
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Figure 4. Example of a structural section used to design.
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Figure 5. The 500mL (CLE) developments and stopes plan design.
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Figure 6. The 500mL CLE developments in 3D model in three planes.
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Figure 7 shows the complete 500mL CLE 3D model with the developments in maroon colour
below the blue ore body as depicted.

Figure 7. The 500mL CLE 3D model.

Using the relationships expressed below, the stope tonnage details as well as dilution were
calculated and the results are shown in Table 2. The design has 9 stopes and has a total length of
the development drives of 683m with a total block tonnage of 130107.69t.

Table 2. Stope and tonnage details for 500mL.

STOPE SECTIONS AREA STRIKE LENGTH TONNAGE TOTALTONNAGE GRADE (%) DILUTION
WASTE ORE WASTE ORE
SS 28E 25.2039 58.6084
DRIVE 1 SS 28 20.5086 55.323
SS 28W 31.0482 47.9336
25.5869 53.955 67.4941 4610.99 9723.19 14334.18 2.25 32%
SS 28E 26.7323 63.7166
DRIVE 2 SS 28 22.0208 80.9131
SS 28W 27.1261 74.3561
25.29 72.99 67.8885 4584.68 13 231.29 17 815.97 1.91 26%
SS 28E 27.086 68.5916
DRIVE 3 SS 28 16.3718 68.9574
SS 28W 24.1506 69.8261
22.54 69.125 67.8634 4084.14 12525.13 16 609.27 1.98 25%
SS 28E 28.2549 55.0515
DRIVE 4 SS 28 36.67 93.7993
SS 28W 26.8137 71.6989
30.58 73.52 66.21 5406.36 13 000 18 406.36 2.1 29%
DRIVE 5 SS 28W 33.7885 68.0339 18.0009 1623.96 3269.87 4893.83 2.02 33%
DRIVE 6 SS 28W 36.3628 50.7132 18.2515 1772.01 2471.33 4243.34 2.21 42%
DRIVE 7 SS 28W 62.2857 60.3312 18.8966 3142.56 3043.95 6186.51 1.84 51%
DR1 47.8574 58.7589
DR 2 43.3007 70.5569
DR3 30.5756 69.6535
SS 28A DR 4 22.4306 64.283
DR5 22.7103 66.7316
DR 6 26.1936 62.9255
DR7 38.109 59.048
33.0253 64.5653 107.5312 9481.84 18 537.25 28 019.09 2.1 34%
SS 30E 30.8984 100.5634
SS 29A 15.6669 63.3403
SS 29A SS29WX/C 15.208 38.6322
SS29 35.9489 83.0487
SS 29E 17.3064 51.7371
23.0057 67.4643 81.1374 4983.89 14 615.25 19599.14 2.07 25%
GRAND TOTAL 39690.26 90417.26 130107.69 2.05 31%
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Tonnage calculations
Tonnage = Average area x strike length x bulk density

= block volume (V) x 2.67t/m?

=2.67v

Dilution calculation

o total waste tonnage
dilution (%) =

total ore + waste tonnage

Recoverable ore tonnage
Recovery estimated as 80% of the ore tonnage being the lowest recovery acceptable.
= 80% x 90417.26 tonnes
=72 334 tonnes

Total amount of explosives required = 94 723 kg

6.0 Economic Analysis

A mining company’s first concern is keeping its costs below the prevailing price of that metal
being mined and in this case being the copper metal. The copper industry uses several cost
measures; the most common are operating costs. According to the International Financial
Reporting Standards (2007), Operating costs are “the physical costs of producing copper which
are the direct and indirect costs incurred in mining, concentrating, smelting, and refining copper.
They include transportation to the mill, smelter, and refinery, and metallurgical processing of the
byproducts.”

According to ZCCM Volume E (1990), operating costs for the purposes of this report for Baluba
are defined as “the direct mining costs incurred in the mechanical process of extracting the ore
from a particular block of ground. The processes include all development entailed in gaining
access to that block of ground from the main ramp”

Note that: This economic analysis only includes mining costs and is highly exclusive of the
milling, processing and other further metallurgical processes costs. This implies that the
calculated profit is just a surplus to be realised without subtracting mineral processing costs,
mineral royalty and mining tax. The parameters and costs discussed in this chapter were taken
and considered for the economic environment and material prices as at 31% August, 2015 with the
exchange rate of the Zambian Kwacha to the US Dollar being at K8.6474 = US$1.00 obtained
from the Bank of Zambia and the copper price being US$5127.30/tonne at the London Metal
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Exchange market. The production project duration is 7 months hence n = 7/12 = 0.583years with
the interest rate being i = 15%. The mining recovery taken as an assumption to be 80% while the
milling recovery taken as 90% and the copper grade is 2.05% Cu. Indirect costs are 25% of the
direct costs. The results are given in tables 3 and 4.

Table 3. Total direct mining costs for 500m level.

TYPE OF COST COST (US$)
Labour 78 011.92
Drilling 10 422.00
Charging and blasting 183 275.10
Mucking 34 536.97
Support 58 566.00
Secondary blasting 778.10
TOTAL DIRECT COSTS 365 590.10

INDIRECT COST = 25% direct costs
= US$91 397.53

TOTAL COST = direct cost + indirect cost
=365 590.10 + 91 397.53
= US$456 987.63

REVENUE = (mining recovery x mill recovery x grade x ore tonnage x Cu price)

= US$6 842 683.12

SURPLUS = Revenue - Total cost
= US$6842683.12 - US$456 987.63

= US$6 385 695.50
PRESENT VALUE = PV = ——
1+ "
= US$5 886 015

18



Table 4. Profitability indicators for 500m level.

PROFITABILITY INDICATOR RULE RESULT COMMENT
NPV (Net Present Value) NPV >0 accept USS$4 925 Accent
NPV =PV =20 cp NPV <0 reject 434.487
IRR (Internal Rate of Return) IRR > i accept
o 67.67% Accept
IRR = i for NPV =0 IRR < reject
P1(BC) Profitability index (benefit cost ratio) | pr> | accept
PV ) 12 Accept
Pl (BC RATIO) = > PI< 1 reject
PB (Payback Period) Short PB = accept
cp . 1 month Accept
PB=— Long PB = reject
PV
OVERALL COMMENT ECONOMICALLY VIABLE

7.0 Conclusion

The main objective of this study was to generate a mine design for Baluba Centre Limb East
fringe area between 495mL and 510mL mining levels from structural sections SS28E to SS30E,
which was successfully met with the help of the two sub-objectives stated at the beginning leading
to the design and creation of a new mining level called 500mL CLE.

The 500mL CLE design has a total length of development drives 683m and is divided into 9
stopes with a total tonnage of 130 107.69 tonnes of which 90 417.26 tonnes is ore and 39 690.43
tonnes being waste rock. With an estimation of 80% recovery, the expected recoverable ore is 72
334 tonnes with 31% as the planned and expected dilution.

With the economic analysis carried out being exclusive to mining only, 500mL CLE design was
proven economically viable with a mining investment of US$500 000, total mining costs US$456
987.63 and revenue US$6 842 683.12, hence generating US$6 385 695.50 mining surplus. The
total duration for the project is 10 months for 3 months is preparatory and development works
and 7 months is for stoping and production.

Therefore, this project has given the engineering layout and procedure of mining the left behind
ore body block between 495mL and 510mL through the creation of a new optimum engineering
mine design called 500mL CLE as a new mining level to exploit the mineral block technically
and economically sound with maximum safety.

8.0 Recommendations

1. The necessary geological, rock mechanics and geotechnical information for Baluba
Centre Limb East fringe area should be obtained and well defined far before mining
operations are to begin so as define the ore body and ground properties correctly and
hence generate a proper mine designs that follow the mining echelon sequence hence
leaving no unmined blocks of ore between mined levels.
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2. To improve and increase the mining recovery as well as reduce dilution, collar blasting
should be practiced. Collar blasting is the technique of separate blasting of ore and waste
of the Sublevel Caving mining method. This is done by first charging the stope holes
from the back of the stope at the hanging wall contact to the ore and waste contact and
then stem and blast the holes. This will only blast the ore leaving the waste intact and
hanging. The ore is then mucked and hence using the same stope holes, charge and blast
the remaining waste block and hence muck it separately. This is an improvement in the
ore sorting parameter in sublevel caving.
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A Tool for Designing Small-Scale Stand-Alone
Photovoltaic Plants

Dingiswayo Chilumbu! and Ackim Zulu?

Abstract

Solar photovoltaic (PV) systems are becoming acceptable full or partial options for providing
energy to areas which are remote from the grid. A readily available process for designing small-
scale stand-alone PV systems based on user requirements helps users to take command of the
system they may need accounting for factors such as availability and cost. This paper presents a
computer-based tool developed in the visual-basic environment that can be used to design a stand-
alone PV system. The tool has been developed from design equations for sizing of load, system
battery and PV array and estimation of cost. The developed tool has features of a friendly
graphical user interface and can be articulated by a user with little or no knowledge of
engineering. In this version, flexibility has been built in for interaction with the user for
adjustment of the types of PV modules, batteries, and system availability. The results for the test
case are in agreement with the step-by-step manual design applied by a design engineer.

Keywords: Computer tools, cost estimation, off-grid systems, photovoltaic, programming,
renewable energy.

1. Introduction

There are calls from many sectors of communities, government inclusive, to take development to
all parts of the country. One of the modern indicators of development is the availability of
affordable and clean energy (World Bank, 2016). The government of Zambia, through the Rural
Electrification Authority (REA), has planned to electrify rural areas so that citizens of rural areas
are carried along with the development agenda (MEWD, 2009). REA explores various avenues
and systems to determine appropriate power solutions for a particular area. Among the feasible
energy solutions are solar PV stand-alone systems and grid extension. Taking into account
economic considerations, Solar PV stand-alone system is one of the most viable solution as a
large proportion of people in rural areas cannot afford electricity bills that may come with grid
power. In considering solar power as an option, there is also the attendant relief that may be
provided on the usage of grid power in the wake of the current reduction of hydropower generation
from sources such as Kariba North Bank power plant which is fed from Lake Kariba (El1Z, 2015).

Zambia is one of the regions in the world with one of the highest availability of the solar resource
(IRENA, 2013). The average insolation over the surface of Zambia is 5.5 kWh/m?/day, with about

L University of Zambia; Dept of Electrical & Electronic Eng., Box 32379, Lusaka, Zambia; +260-977-
799048; chilumbudingiswayo@yahoo.com.
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3000 sunshine hours annually. This situation provides high possibilities for PV power plants.
Implementation and uptake of PV technology for provision of energy throughout Zambia is
reportedly low (Mwansa et al, 2015). One reason for this situation is the apparent complex issues
encountered by prospective clients to relate their energy requirements to the correct size of the
system. Presently, this decision is the preserve of skilled engineers and technicians. As solar PV
stand-alone systems become acceptable as full options for providing energy in areas remote from
the grid, there is need to have a ready-process for designing a solar PV stand-alone system starting
from a user’s requirements. There have been previous similar efforts to produce such a computer
tool with area-specific application (Ali and Salih, 2013), but the product of the work presented in
this paper can be applied almost world-wide.

This paper presents the development of a process for designing a PV standalone system. A
computer program is developed using Microsoft Visual Basic. The computer program has
interface features which can be articulated by one with little or no knowledge of the underlying
engineering principles for PV design but in the end produces a credible PV design output. The
paper firstly describes the main components of a conventional PV stand-alone system, and then
introduces the principal mathematical relationships for sizing or selecting the components.
Following this, the visual basic (VB) computer environment is introduced before describing the
algorithm as employed in the VB programme to implement the design of stand-alone PV system.
Before the conclusion and recommendations are presented, test results of the use of the program
are provided, with an indication of the comparison of the results from a manual process that may
be followed by a skilled practitioner.

2. PV Stand-alone Systems

PV systems are generally employed as on-grid or off-grid system. The off-grid form normally
subsists as a stand-alone PV system. A solar PV stand-alone power system has the most benefits
in remote or rural areas where it exerts its advantages in economy, space utilisation and
environmental considerations.

Solar PV stand-alone system mainly consists of the three components: the PV array, the battery
bank, and the inverter-charger, as depicted in Figure 1. When there is sunlight, the PV array
converts light energy into electrical energy in the DC form. The DC power is used to charge the
batteries and an inverter is used to convert the DC voltage of the battery to conventional household
AC form which can be fed to AC loads. Stand-alone renewable energy systems based on the PV
technology with battery storage system are beginning to play an important role in supplying power
to remote areas or grid-isolated areas.

2.1 PV Cell

The PV module consists of individual PV cells that generate DC electrical voltage from the action
of sunlight. When the surface of the thin wafer of the cell is struck by photons, the electrons are
knocked loose from the atoms in the semiconductor material creating, electron-hole pairs. If
conductors are connected to the positive and negative sides, an electrical circuit will form, and
electric current (photocurrent) will flow. There are three basic types of common commercial solar
cells, named on the basis of the technology employed: monocrystalline silicon, polycrystalline
silicon and amorphous silicon (Ali and Salih, 2013).
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Fig. 1: Stand-alone PV architecture

2.2 Battery Storage

Stand-alone systems require some method to store energy collected during times of sunshine. Any
of the current storage technologies of flywheel, compressed air and hydrogen can be employed
for energy storage but the most widely-used and most economical technology for PV application
is that which uses batteries.

The battery stores electrical energy for use during times when sunlight is not available or for
meeting loads during the day when the modules are not generating sufficient power to meet load
requirements. To provide electricity over long periods, PV systems require the so-called deep-
cycle batteries, which are different from the common shallow-cycle batteries used in automobiles.
Deep-cycle batteries, usually of lead-acid type, are designed to discharge and re-charge up to 80%
of their capacity several hundreds of times (Masters, 2004).

2.3 Inverter-charger Component

While batteries store electrical energy in form of DC and have a low voltage output, not exceeding
4 V per cell in the current technology, nearly all appliances in Zambia operate on AC at 240 V,
50 Hz. A device, in the form of an inverters that changes DC to AC is therefore needed. Inverters
are often categorized according to the type of waveform constructed by the switching devices
(thyristors or transistors), and present three main categories, namely (Mohan et al, 2003):

e square wave
e modified sine wave

e sine wave

Of the three types, the sine wave category is capable of producing a high quality sine wave
comparable to the waveform of utility power. For the two other categories, some form of filtering
may be need to remove certain unwanted frequencies and spikes, if the load so demands.
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2.4 Auxiliaries

For smooth operation of the PV system other auxiliary components may be added to the system.
A charge controller may be employed in the stand-alone PV system to control the state of charge
of the batteries, prevent over charging or under charging and over discharging of the batteries.

The Solar PV stand-alone system may also include the following parts: grounding system, fuses,
safety disconnectors, metal structures for supporting the modules, power factor correction system,
blocking-diodes which prevent back flow of current, bypass diodes which are connected across
several cells to limit the power dissipated in shaded cells, and additional devices that are used to
ensure optimal or proper operation, such as for monitoring and metering (Masters, 2004).

3. The Design Process

The design process for a stand-alone PV system involves the application of thoughtfully-derived
mathematical expressions which relate various parameters of the system. The process also
involves invocation of good engineering judgment as used in best practices and application of
well-defined assumptions. The presentation in the following sections describes treatment of each
stage of the design and also shows the basis for sizing each part of the system.

3.1 Load Analysis

Estimating the size of the load to be served is the first step in the design process. Choosing on
whether to go with the all-DC load or all-AC loads or a combination of both DC and AC loads,
has an impact on the efficiency and cost of the system. While the all-DC system incorporating
loads which operate directly on DC presents the simplest system, the all-AC system gives the
closest imitation of the conventional system where ordinary appliances may be obtained from
existing channels. In this work, it is taken that the loads would use conventional AC power.

In sizing the amount energy for the load that will run from the AC power source, the energy (watt-
hours or kilowatt-hours) consumed by a device is calculated as the product of the nominal power
rating of the device and the hours that it is in use.

The following formulae, indicated in (1)-(4), are used for load estimation:
AC load = Z(power of each AC appliance x no. of units x daily run time ) Q)
DCload=3 (power of each DC appliance x no. of units x daily run time ) 2

AC load [Wh per day]

Total DC load [Wh per day] = DC load [Wh per day] + —
Inverter efficiency

@)

Total DC load [Wh per day]

Total load [Ah per day at system volatge] =
[Anp yalsys %l System voltage [V]

(4)

3.2 Battery System Sizing

The process of battery sizing requires providing enough energy storage to carry the load through
the periods of absence of sunlight. Sizing a storage system to meet the demand 99% of the time
can cost up to triple that of one that meets demand only 95% of the time (Masters, 2004). In this
sense, the choice of the value of availability to be used in the design equations is critical.
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3.2.1 Battery storage capacity

Energy storage in a battery is given in units of ampere-hours (Ah) at nominal voltage and at a
given discharge rate. The ampere-hour capacity depends on the rate at which the current is drawn
and the prevailing temperature. Fast discharge of a battery can result in lower Ah capacity, while
long discharge times can result in higher Ah capacity. Deep-cycle batteries intended for
photovoltaic systems are often specified in terms of their 20-hr discharge rate (C/20), which is
more or less a standard, as well as in terms of a much longer C/100 rate that is more representative
of how they are actually used (Masters, 2004). The equations in (5)-(13) are used to determine
battery capacity.

As a starting point, curves are given for estimating the number of days to be provided for which
can be approximated by

Storage days (99%) ~ 24.0 - 4.73 x (peak sun hours) + 0.3 x (peak sun hours) 2 (5)
Storage days (95%) ~9.43-1.9 x (peak sun hours) + 0.11x (peak sun hours) 2 (6)
Then,

Usable battery capacity

MDOD ()
x(T,DR)

Total storage capacity (% 25° C)z

where MDOD and T,DR are the maximum depth of discharge (0.8 for lead-acid battery) and
discharge rate factor, respectively.

Usable storage capacity] Ah] = Storage days x Ah rating per day (8)

Maximum load power [W] x 5hr

Minimum storage capacity[Ah] = - - 9)
System voltage [V] x maximum depth of discharge
The total number of batteries in series, Nys is determined from
System voltage, V,
Nps =—> 9, Vdc (10)
Nominal battery voltage, V,

from which the number strings of batteries in parallel, Ny, is determined as

_ Total storage capacity [Ah] (11)

bp Capacity of single battery [Ah]

Therefore, the total number of batteries, Ny can be computed as
Npt = Nps < Npp (12)
The actual battery capacity is then
Actual battery capacity [Ah] = Ah per battery x N (13)

3.2.2 Battery efficiency

Three efficiency terms are applied to describe battery performance: coulomb efficiency, .,
voltage efficiency and energy efficiency. The three efficiencies are defined by (5)-(7) below:

_ Charge out of battery [C]

B 14
e Charge into battery[C] (14)
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Discharge voltage

Voltage efficiency = -
Charging voltage

(15)

Energy efficiency = Voltage efficiency x 7 (16)
3.2.3 Inverter

Sizing the inverter involves determining three parameters: the DC voltage rating at the input, the
AC voltage rating at the output and the power capacity of the inverter. As a matter of guidance,
the power rating of the inverter must exceed the maximum power for the total load, while the DC
input voltage and AC output voltage are inferred from the nominal DC system voltage and the
voltage rating of the AC load apparatus, respectively.

3.2.4 System voltage

In defining the system voltage, use is made of the inverter's dc input voltage, ac output voltage,
continuous power handling capability, and the amount of surge power that can be supplied for
brief periods of time. The inverter’s dc input voltage, which is the same as the voltage of the
battery bank and the PV array, is then called the system voltage. The system voltage comes in
standards of 12V, 24V, or 48 V. A widely applied guide, which takes into account the change of
output current with a chosen system voltage, is the one shown in Table 1. In all cases the limiting
current in the system is 100 A.

Table 1: System voltages

Maximum ac power (W) System dc voltage (V)
<1200 12
1200-2400 24
2400-4800 48

3.3 PV Array Sizing

The product of rated current, Iz and peak hours of insolation provides a good starting point to
estimate the Ah delivered to the batteries. A de-rating factor of 10% is applied to account for dirt
and gradual aging of the modules. The month with worst insolation data is taken as a design month
(Masters, 2004).

The following formulae in (17)-(20) are used for PV array sizing.

Design month’s Ah/day delivered per string is given by

A—h_ = Insolation e x |r[A] x . x derating factor a7)
day - string day

The number of strings in parallel, Npyp is

Total load {Ah}
day

pvp = Ah
{day per modulJ

and the number of PV modules in series, Npys IS
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System DC voltage [V]

N s = 19
PYS ™ Nominal module voltage [V] (19)

from which the total number of module, Ny is found as

N pvt = N pvp X N pvs (20)

3.4 Cost Estimation

The actual cost of the component should be used in the calculation of the total cost of a PV system.
In the absence of actual data on component costs, the information in Table 2 can be used for
preliminary estimates of total system costs, as of the current time.

Table 2: Cost estimation

Item Cost estimation
Photovoltaics $0.55/W
Batteries: true deep-cycle-rolls surrette, 12PC- | $ 1,055/ battery
11PS, 357 Ah, 12V

$300/battery

Batteries: true deep-cycle-Concorde PVX 1080,
105 Ah, 12V

PV module prices range from $0.4/W -$0.65/W. Thus an average value of $0.55/W was used.
Battery cost varies with model of the battery and its capacity as shown in Table 2. The values
used in Table 2 are indeed just estimates.

4. Microsoft Visual Basic
4.1 Development of Graphical User Interface (GUI)

The GUI provides the user with special graphic or visual indicator, graphic icon, label or text to
present to the user the information and actions that are available. In this work, Microsoft Visual
Basic was used due to its wide availability and ease of use.

4.2 Visual Basic (VB)

Microsoft Visual Basic is a window programming language application based on the old Basic
language. VB can be used to develop system in one package from simple to complicated ones. In
VB will one can edit, write and test window applications. Besides these capabilities, VB also
includes tools that can be used to write and compile help file, invoke active X control and even
other internet applications. VB is an attractive software because it is a combination of graphic and
code programming.
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5. Design Approach

The initial approach to developing a tool for designing stand-alone PV systems requires
determining the applicable mathematical relationships that link the inputs to the outputs. These
relationships are shown in the discussion in Section 3.

Part of the information required to design a stand-alone PV system includes the following:
electrical load requirements, autonomy days, peak sun hours and temperature effect. It was
assumed that the user would use a fixed orientation of PV panels but the use of maximum power
point tracking (MPPT) would increase the yield of the power generated from the system, and may
not be ruled out. Using a fixed orientation, the solar panels must face North at an inclination of
from 0-60° if the location is in the Southern hemisphere. For the regions in Zambia, peak sun
hours would be taken as 5.19 hours/day.

6. The Computer Program
6.1 Program Plan

The purpose of the computer program is to design a solar PV stand-alone system from user
requirements. The interface has to have functionalities where the user would enter different loads
to be powered (load sizing worksheet), an interface for battery sizing and an interface for PV
sizing. Others are: code to calculate the total daily load to be powered (load analysis), code to do
PV array sizing (determine number of modules required in both series and parallel, hence total
number of modules), code to do battery sizing (determining the number of batteries required in
both series and parallel, hence total number of batteries) and the code to do cost estimation.

6.2 Components of the Program
Four forms were used in the program for load sizing, battery sizing, PV array sizing and cost
estimation.

For navigating through the program, that includes "next" buttons for sequencing calculations and
moving to next form; previous buttons to enable user to move to the preceding form in case the
user wants to make changes to the entered data.

"Labels" contain information that advise the user. The input area is articulated in "text boxes"
while "Picture boxes" also provide an input area and also enhance the appearance of the interface.

6.3 Program Logic

The design process is iterative. A number of iterations for a design are carried out until satisfactory
results are obtained. A number of parameters can be adjusted while searching for a satisfactory
design.

Using this approach and applying the formulae given in the previous sections, a computer program
was developed, based on the logic flow of Figure 2.
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Fig. 2: Flow chart for design of stand-alone PV system

7. Testing the Program

The loads in Table 3 were used to test the developed computer program.

Table 3: Load for testing computer program

Appliance Quantity Power Rating (W) Run time (hours)
Lights-Indoor 8 11 5

Lights-Security 4 11 12

TV Set 1 85 4

Decoder 1 30 4

Laptop 1 40

Fridge 1 120 12
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7.1 Test Results

Figures 3 and 5 show the screenshots for the inputs and outputs as presented in the testing of the
operation of the developed computer program for the load described in Table 3.

o load sizing - oiES
PLEASE FILL IN THE FORM AND PRESS NEXT, THEN BATTERY BUTTON:
APPLIANCE # ITEM POWER QUANTITY RUN TIME
DEVICE Lights-Indoor v 1 w 8 v 5 Hr S—— &
pEVICE  lights-Securty v/ 11 w 4 v 1 " =
DEVICE TV Set v| 8 w ! vi 4 Hr
DEVICE  Decoder v| 30 w v 4 T e B |i| ]
DEVICE laptop v| 40 w ! v 2 Hr Tl z,;, o
pEVICE  Fridge v| 120 w 1 v 12 - (]2
DEVICE v w v Hr
DEVICE v w v Hr
DEVICE v w v Hr DAILY LOAD
ENERGY
DEVICE v w v Hr 3469
(Wh/DAY)
CALCULATE LOAD ENERGY Next>> Battery>> Vde [12 | voits

Fig. 3: Load sizing worksheet

Given the loads above, daily load energy demand is 3469 Wh/day. The system voltage is 12 V. A
total number of 3 batteries are required with 1 battery in series and 3 batteries in parallel each
with a capacity of 357 Ah. A total number of 18 PV modules are required with 1 panel in series
and 18 panels in parallel each rated at 256 W. The system seems to have a larger number of
batteries and PV modules than one would expect but this is due to the high value of system
availability used.

As can be seen a total of $ 5699.4 would be required to power this particular load. Of course the
cost can rise above this value if the system is to be implemented to account for other components
which have not been included such as inverter, MPPT and conductors.

Using the same choice of components, a step by step manual design was carried out and similar
results were obtained.

As explained above the design process is iterative in nature; a number of iterations of designs are
carried out until satisfactory results are obtained. Some parameters can be adjusted in the quest
for a satisfactory design as indicated in the logic diagram. Load, system availability, battery model
and PV model are the parameters which can be adjusted.
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Fig. 5: Cost estimation worksheet

8. Conclusion and Recommendations

A tool has been developed from design equations for sizing of load, system battery, PV array and
cost estimation. The developed tool has features of a friendly graphical user interface and can be
articulated by a user with little or no knowledge of engineering. In this version, flexibility has
been built in for interaction with the user for adjustment of the types of PV modules, batteries,
system availability or even the load. The results for the test case are in agreement with the step-
by-step manual design applied by an engineer.

Zambia enjoys substantial amount of hours of sunshine. This natural source of energy needs to be
harnessed for the benefits of humans. People in remote areas far from the grid who accept solar
energy as full option for the provision of energy need to be supported with a ready process for
designing a solar PV stand-alone system from their requirements. Making such processes readily
available is a step forward in increasing the acceptance rate of solar PV systems.

One foreseeable improvement to the current design process is to adopt one of the more modern
load-estimating methods. The current method of estimating load is highly cautious and
conservative although it requires little resources, while the modern methods are computationally
intensive but give more realistic estimates.
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Adding Nuclear Power to Zambia’s Energy Mix
Zachariah Ngulube!

ABSTRACT

The El Nino weather phenomenon that hit Southern Africa in the 2013-15 rainy seasons has
adversely affected hydroelectricity generation in Zambia. Business entities have lost millions of
dollars through power outages that have negatively affected economic growth. Due to
unpredictable weather patterns, Zambia needs to diversify its energy sources. The National
Energy Policy (NEP) of 2008 did not provide a legal instrument to govern the nuclear energy
sub-sector. Nuclear power is a reliable source of clean energy that can cushion Zambia’s power
woes. The aim of this paper is to examine if Zambia has enough uranium resources to add nuclear
power to its energy mix. Nuclear power plants produce electricity by fission. Uranium-235
isotope from yellowcake is enriched from 0.7% in nature to between 3% and 5% and is used as
fuel in the reactor to drive the turbines to produce electricity.

However, the general concern with nuclear power plants has always been regarding safety
especially in the disposal of nuclear waste. However, technology has evolved so much that this
is not a challenge anymore. Temporal on-site waste management includes vitrification, or ion
exchange, or synroc. Long term nuclear waste management being pursued are geological
disposal, transmutation, waste re-use and space disposal.

Based on the reported measured and indicated uranium resources in the country, a significant
amount of nuclear power can be generated that can help to lessen the energy deficit the country
is facing. The signing of a US$ 10 billion over 15 years period Memorandum of Understanding
by Zambia and Russian governments to make Zambia a nuclear science centre in Southern Africa
for peaceful uses may help to formulate a nuclear energy sub-sector policy

Keywords: Fission, Nuclear Energy, Nuclear Power, Uranium, Yellowcake

1. Introduction

Zambia like many other countries that rely on hydro-electricity, is grappling with energy
shortages as a result of climate change. The drought which hit Southern Africa in the 2013-15
rainy seasons has enormously affected Hydro power generation negatively. Hydroelectricity is
the second largest source of energy after wood fuel in Zambia. Approximately 68% of the

1 ZCCM Investments Holdings Plc, Technical Services Directorate, Kalulushi; ngulubez@yahoo.com;
ngulubez@mawe.co.zm
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electricity generated is consumed by the mining industry followed by households at 19 %,
manufacturing 4%, agriculture at 2% and government services at 7% (GRZ, 2008).

Due to strong gross domestic product (GDP) growth of about 5% per annum on average in the
last ten years, electricity demand has been growing at an average rate of 3 %, that is, between 150
MW and 200MW each year largely due to increase in economic activity in the agriculture,
manufacturing and mining sectors (Zambia Invest, 2016). According to the Zambia Development
Agency (2014), Zambia has installed generation capacity of 2,617MW (Table 1) although there
is approximately 6,000MW untapped hydroelectricity potential. Approximately 120MW and 150
MW were connected to the national grid from Itezhi Tezhi and Maamba coal power plant in
March 2016 and August 2016, respectively (ERB, 2015).

Table 1 : Zambia’s installed Electricity Generation Capacity

Installed Type of

Power Station Capacity(MW) | Generation Operator Comment
Kafue Gorge 990 Hydro ZESCO
Kariba North Bank 1080 Hydro ZESCO
Victoria Falls 108 Hydro ZESCO
. . Connected to the grid
Itezhi -Tezhi 120 Hydro Tata &ZESCO in March 2016
Corr_1b|ned Min-Hydro 25 Hydro ZESCO
Stations
Lusemfwa &Mulungushi | 56 Hydro Lusemfwa Hydro
Isolated Generation 8 Diesel ZESCO
Gas Turbine(Standby 80 Diesel
Maamba Coal Power 150 Thermal Maamba Collieries | Connected to the grid
Plant Ltd in August 2016
Total I_nstalled 2617
Capacity

Modified from: Zambia Development Agency (2014)

In the past rainy seasons, Zambia like most Southern African countries was hit by severe drought
caused by the El Nino weather phenomenon (Phys Org, 2016). The drought led to substantial
water level drop in the dams where Zambia Electricity Supply Corporation (ZESCO) generates
electricity from. Currently, ZESCO is generating approximately 1156MW (Table 2) out of the
2337TMW capacity owing to low water levels in the dams (ZESCO, 2015). Kariba North Bank
and Kafue Gorge are the most affected Power stations.
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Table 2: ZESCO Operating Power Stations

Power Station Operating Capacity(MW) Available Capacity(MW)
Kafue Gorge 990 630
Kariba North Bank 1080 275
Victoria Falls 108 108
Itezhi Tezhi 120 120
Lunzua 14.8 5.9
Lusiwasi 12 8.6
Chishimaba 6.2 35
6Musonda 5 4
Shiwang’andu 1 1
Total 2337 1156

Source: ZESCO (2015)

From 2015 to 2019 (Table 3), Zambia intends to generate 1,624MW (Southern Africa Power

Pool, 2015)

Table 3: Planned committed Power Generation Projects 2015 to 2019

No Country Committed Generation Capacity, MW

2015 2016 2017 2018 2019 Total
1 Angola 0 1,280 2,271 0 0 3,551
2 Botswana - - - 300 - 300
3 DRC 430 150 580
4 Lesotho - - - - - -
5 Malawi - - - 74 300 374
6 Mozambique | 205 40 - 600 - 845
7 Namibia - 15 - - 800 815
8 South Africa | 1,828 3,462 3,032 1,476 1,476 11,274
9 Swaziland - - - - 12 12
10 Tanzania 150 - 500 1,140 300 2,090
11 Zambia 150 - 300 101 1,090 1,626
12 Zimbabwe 15 - 120 1,200 1,260 2,595
Total 2,763 4,797 6,373 4,891 5,238 24,062

Source: Southern Africa Power Pool (2015)

The drought is having serious effects on Hydroelectricity generation on which the country
depends. On account of unpredictable weather patterns resulting from climate change, nuclear
power can be Zambia‘s solution for its energy woes. In the pages that follow, the paper explores
the potential of adding nuclear power to Zambia’s energy mix. Zambia is endowed with uranium
mineral resources that can be used to generate nuclear power to help meet the ever-growing
energy demand.
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2. History of Uranium Mining and Processing in Zambia

Zambia attained its International Atomic Energy Agency (IAEA) membership in 1969 and is also
a signatory to the Non-Proliferation of Nuclear Weapons or the Non-Proliferation Treaty
(UNODA, 1995, World Nuclear Association, 2016). Among other things, the treaty is aimed at
promoting peaceful uses of nuclear energy and thwarting the spread of nuclear weapons. The first
uranium conference in Zambia was organized by IAEA in 1977 and was opened by the then
Republic President Kenneth Kaunda (International Atomic Energy Agency, 1979).

Works before independence by Revee (1963) revealed that seventeen different uranium minerals
are present in diverse environments in Zambia mainly associated with the Zambian copper mines.
However, uranium was only produced at Nkana mine where a pilot plant was completed and
commissioned in 1957. In the same year, 52,457 pounds (23, 605kg) of uranium oxide was
produced. A production of 101, 080 pounds (45,486 kg) and 76,567 pounds (34,455 kg) was
recorded in 1958 and 1959 respectively. Mining and milling operations ceased in July 1959 after
the mineralization got exhausted (Revee, 1963).

Despite indications of abundant uranium mineral resources in Zambia as revealed by exploration
work in the last decade, the 2008 National Energy Policy (GRZ, 2008) has no legal instruments
governing the nuclear energy sub-sector (Table 4). The lack of a National Policy Framework
coupled with, at times, public opposition has stagnated the mining and treatment of uranium in
the country. A fall in the price of uranium on the international market has further hindered the
development of uranium mining and processing projects.

A Bankable Feasibility Study (BFS) was completed on the recovery of the uranium ore at the
Lumwana Mining Company (LMC) and 3800 tonnes indicated resources at 0.079%, and 2570
tonnes of uranium inferred resource was declared. Uranium mineralization is in distinctly
enriched areas and is mined independently from the copper ore and stored. In December 2008,
the Zambia Environmental Management Agency (ZEMA) approved Environmental Impact
Assessment (EIA) to process and produce 700 tonnes of uranium per annum commencing in 2010.
However, investment in the $230 million Uranium Mill was delayed due to low uranium prices,
and hence financing for the project became challenging. Uranium mineralization at Lumwana
Mine, occurs within Malundwe open pit together with copper mineralization. By January 2011,
LMC had a 4.6 million tonnes stockpile having 0.09 % uranium and 0.8% copper. The stockpile
is currently considered as waste to copper mining. The stockpile will continue to be regarded as
waste until such a time when project economics will allow to build a uranium processing plant
(World Nuclear Association, 2016).

There are several advanced uranium projects in Zambia (Table 5). The notable ones are the
Mutanga and Chirundu projects in southern Zambia and the Lumwana project in North Western
Zambia. Mutanga owned by GoviEx Uranium Inc of Canada has a N143-101 compliant measured
resource of 500 tonnes at a grade of 0.04% uranium, indicated resource of 2,235 tonnes and an
inferred resource of 16,000 tonnes (World Nuclear Association, 2016).
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Table 4: Legal instruments governing the various energy sub-sectors

Sub-Sector Legal Instrument
Biomass = Forest Act
= Environmental Protection and Pollution Control Act
=  Energy Regulation Act
Electricity = Electricity Act
= Rural Electrification Act
= Environmental Protection and Pollution Control Act
=  Energy Regulation Act
Petroleum = Petroleum Act
= Petroleum Production and Exploration Act
=  Energy Regulation Act
=  Environmental Protection and Pollution Control Act
Coal = Mines and Mineral Development Act
= Energy Regulation Act
= Environmental Protection and Pollution Control Act
Renewable Energy = Electricity Act
= Rural Electrification Act
= Energy Regulation Act

Source: GRZ (2008)

Table 5: Estimated Uranium Resource in Zambia

Project Company Estimated Status Comment
Resource (tonnes)
Mutanga GoviEx Uranium | 75.5 Million Mining licence | -Include 10.3 million tonnes
Inc granted measured and indicated resource.
The rest is inferred
-Project originally owned by
Omega Corp, Denison  then
finally acquired by GoviEx
Chirundu African  Energy | 18.7 Million Mining licence | -11.3 million tonnes measured and
Resources granted indicated
Lumwana Lumwana Mining | 6.370 Million Mining licence | Uranium being stockpiled as
Copany granted waste

Data source: (GoviEx Uranium Inc, N.D, African Energy Resources, N.D, World Nuclear

Association, 2016)

3. Generating Power from Uranium

In nuclear plants, energy is produced by fission. Uranium ore is mined from the natural
environment where significant concentration occurs to qualify as ore. The essential uranium ore
mineral is uraninite (UsOg) or pitchblende. Other uranium ore minerals include coffinite,
brannerite, davidite, thucholite and many others (Cornelis and Hurlbut, 1985). Uranium has two
isotopes uranium 238 (U-238) which is the more abundant one (about 99.3% of the uranium in
the earth’s crust) and uranium 235 (U-235) accounting for the remaining 0.7%.

Depending on the depth of the ore body, uranium can be mined by underground or open pit
methods. Uranium is recovered from ore by treating it with either acid (sulphuric or less
conventional nitric) or a carbonate (Sodium bicarbonate, ammonium carbonate or dissolved
carbon dioxide). Uranium can also be recovered from the ground by in situ leaching (ISL).
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Approximately 45% of world uranium production is by ISL mostly in Australia, China, Russia,
United States of America and Uzbekistan (Nuclear Energy Agency and International Atomic
Energy Agency, 2014). Milling, leaching with sulphuric acid, drying and filtering of uranium ore
produces a yellow powder called yellowcake (UsOs). Yellowcake is not weapon grade uranium.
However, it is the first step toward uranium enrichment (Koerner, 2003). Zambian uranium
projects are equally expected to produce yellowcake as a final product which will be sold to the
international market.

Yellowcake undergoes a series of enrichment processes before it can be used in the reactor as fuel
to generate electricity. For the reactor grade, the yellowcake uranium- 235 is enriched from 0.7%
to between 3% and 5% converting it into a gas uranium hexafluoride (UFs). Gaseous diffusion or
gas centrifuge process separates the heavier U-238 from U-235. Weapon grade uranium is more
than 90% U-235 enriched (Ulmer-Scholle, 2016). After the enrichment, UF¢ is converted into
uranium dioxide (UO,). UO; is formed into fuel pellets which are used in nuclear fuel rods in the
core of the reactor (World Nuclear Association, 2014). Depending on the type of the reactor,
Massachusetts Institute of Technology (2011), estimates 200 metric tonnes of uranium ore is
required to produce a Gigawatt of electricity per year. From the measured and indicated resources
reported at each project, Zambia has potential to produce excess nuclear power for many years.

4. Cost for Nuclear Power Plants

New nuclear power plants have enormous capital costs which make nuclear energy not
economically competitive with other sources of energy (Jong et al., 2016). However, in the long
—run, costs have a tendency to decrease for subsequent plants built. Fuel, operational and
maintenance cost are reasonably negligible constituents of the total cost. Despite the provision of
enormous government subsidies and support, nuclear plants in most developed countries are hit
by construction delays, cost overruns, plant cancellations and safety issues (Broomby, 2009,
Kanter, 2009a, Kanter, 2009b). For example, from the period 2002 to 2008, the cost projections
for the construction of a new nuclear plant rose between US$2 billion and US$4 billion to US$ 9
billion per plant(UCS, 2009).

Following the nuclear disaster at Fukushima Daiichi power plant in Japan in 2011, both operation
for existing power plants and construction costs of new nuclear power plants went up because of
the requirements for onsite waste management and improved designs on threat basis
(Massachusetts Institute of Technology, 2011). Immediately after the Fukushima disaster,
Germany temporarily shut down its seven old nuclear power plants and announced plans to close
all the seventeen plants by 2022 permanently. Elsewhere in Europe, Austria, Greece, Ireland,
Latvia, Lichtenstein, Luxembourg, and Malta formed an anti —nuclear coalition(Fertl, 2011).
However, depending on the local consent and judicial ruling, the Institute of Energy Economics
is considering to restart seven and twelve nuclear power reactors by the end of March 2017 and
end of March 2018 respectively. The decision to restart nuclear power plants was taken due to
escalation in electricity costs(World Nuclear News, 2016).

In East Africa, , Kenya recently announced plans to start constructing its first 1,000MW nuclear
power plant at a cost of US$5 billion by 2021 to be completed in 2027. Through collaboration
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with the government of South Korean on design, construction, and operation. Kenya further wants
to construct a 4,000MW nuclear power plant by 2033 (Wanjala, 2016).

The USA Energy Information Administration analyzed statistics of the 2014 Annual Energy
Outlook report and found out that the levelized energy cost (LEC) of nuclear power was US$0.095
and US$0.125 for solar PV (Table 6). Geothermal energy was the cheapest with LEC of US$0.05
followed by Hydro at US$0.08 (Renewable-Energy Sources, 2016). At US¢6.02/KWh, the
scaling solar PV project being implemented in Zambia by the Industrial Development Corporation
(IDC) is one of the cheapest in the world (IFC, 2016).

Table 6: Levelized Energy Cost for Power Plants Type

Power Plant Type Cost $/KWh
Coal $0.095- 0.15
Natural Gas $0.07-0.14
Nuclear $0.095

Wind $0.07-0.20
Solar PV $0.125

Solar Thermal $0.24
Geothermal $0.05
Biomass $0.10

Hydro $0.08

Source: Renewable-Energy Sources (2016)
5. Public Opinion

Despite being a source of cleaner energy, nuclear power evokes the apocalyptic images of
Hiroshima and Nagasaki caused by a three metres atomic bombs that fell on Hiroshima and
Nagasaki in Japan killing thousands of people. Under the Manhattan Project, the United States of
America sourced much of the uranium that was used as raw material in the atomic bombs from a
King Leopold Il of Belgian —owned Shinkolobwe mine in the Democratic Republic of Congo.
Shinkolobwe mine was primarily a radium mine which at that time was being sold for
US$175,000 per gram (Zoellner, 2009). Worse still, the Fukushima Daichi nuclear disaster (Japan
2011), the Chernobyl disaster (Ukraine 1986), the Three Mile Island disaster (USA 1979) and the
SL-1 prototype accident (USA 1961) would sway public opinion on the use of nuclear power as
a source of clean energy (Time.com, 2009).

With nuclear power, the public is mostly concerned of:
(a) Radiation discharge to the environment during the normal operation of the power plant;

(b) The apocalyptic possibility of a large-scale accident; and
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(c) The proliferation of nuclear power plant operational by-products such as plutonium for
potential military use.

The Council of Churches in Zambia (CCZ) intoned concerns when the developers of one of the
projects in Southern Province of Zambia announced their plans in 2009 to commerce uranium
mining once the price can sustain costs. CCZ requested the government of Zambia to put in place
a strict safety policy to guide uranium mining in the country(WISE, n.d). The Zambian projects
would produce yellowcake as the final product. Scientists have largely reached a consensus that
if yellowcake is handled carefully, it does not pose any risk to human health. Yellowcake emits
alpha particles which can be stopped by human skin and it is not dangerous unless it is ingested
or inhaled (Petersen, 2013). Therefore, the concerns raised by stakeholders such as the Council
of Churches in Zambia (Nkhuwa and Musiwa, 2010) regarding uranium mining add to the
controversial and often divisive nuclear power debate. Uranium mining licence holders should
probably do more on stakeholder engagement especially in the communities where the projects
are located.

To the contrary, supporters of nuclear energy (Table 7) argue that it is a cost competitive low-
carbon emission source of energy which should not be neglected if the United Nations Framework
Convention on Climate Change (an international environmental treaty) is to achieve its objective
of holding global temperature below 2 degrees Celsius. The supporters have further estimated that
the cost of nuclear electricity is between 22% and 40% lower than wind and solar sources (Birol,
2016, Blue & Green Tomorrow, 2016). Sooner or later, continued research and technological
advancement will make nuclear fuel handling safer. Students at Idaho State University in the
United States of America (USA) have designed a robot to handle nuclear fuel (Hekkinen, 2016).
The USA president Donald Trump has been viewed most as pro nuclear energy. Following the
Fukushima Daichi nuclear disaster, President Trump said “T am in favour of nuclear energy, very
strongly in favor of nuclear energy. If a plane goes down, people keep flying. If you get into an
auto crash, people keep driving”(Kanaval, 2016).

5.1 Nuclear Waste Management

The generic concern with nuclear power plants has always been regarding safety particularly with
disposal of nuclear waste. However, technology has evolved so much that this is not a challenge
anymore. Nuclear waste is classified as high —level, intermediate- level and low —level waste.
Nuclear power plants produce high-level waste. The waste is handled and stored safely by trained
workers who are shielded from radiation by a dense material such as concrete, steel or by a few
metres of water. Water cools the used fuel and also shields workers from radiation. Hence, at a
reactor, used fuel is removed underwater and transferred to a storage pool where it can be stored
for several years or after five years, the waste can be transfer in ventilated concrete
containers(World Nuclear Association, n.d).
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According to Ali (2011), nuclear waste at the production site can be provisionally treated by some
methods which may include vitrification, or ion exchange or synroc(a ceramic consisting of stable
natural titanate minerals that can immobilize uranium or thorium for billions of years). Long-
term waste management options being looked at are geological disposal, transmutation, waste re-
use and space disposal. The world Nuclear Association estimate the cost of managing and
disposing of nuclear waste produced from the nuclear power plant to 5 % of the total cost of
electricity generated.

Table 7: Arguments for and against use of nuclear power

ANTI- NUCLEAR POWER PRO- NUCLEAR POWER

1. NUCLEAR POWER IS SAFE
1. NUCLEAR POWER 1S UNSAFE AND = Nuclear technology is safe, and it’s getting
EXPENSIVE safer
=  The 2011 Japanese Fukushima nuclear and : e
the 1986 Ukraine Chernobvl lear disast = Fukushima Daiichi was an old plant and new
€ raine Lhermnobyl nuclear disasters generation of reactors are not likely to
= Costly to build and decommission

; ; . meltdown
*  Costof storing nuclear waste indefinitely = Fukushima was caused by an earthquake and a
= Huge investment can be used on renewables

tsunami.  Countries that are not prone to
earthquakes are safe

2. CLIMATE CHANGE
= All available energy sources need to be
used
=  Coal and natural gas which are used as
alternative to nuclear are polluting and
more damaging over a long -run

2. RENEWABLES
= |f subsidies for fossil fuels and nuclear
cut, 100% of the energy can be produced
from renewables

3. Potential
=  Nuclear power would potentially
meet the global clean energy demand

3. Nuclear —Free world
= Nuclear power plants could be used by
rogue regimes to develop nuclear
weapons thereby making the world
unsafe

Source: Debating Europe (n.d)

6. World Nuclear Power Trend

The European Nuclear Society (ENS) has indicated that there are 450 nuclear reactors
around the world as at November 2016 being used for electricity generation. There are 60
nuclear power plants under construction in 15 different countries (European Nuclear
Society, 2016).

France and the USA have the largest number of operating nuclear power plants with 58
(net electricity output of 63.13GW) and 98 (net electricity output of 98.868GW),
respectively. Nuclear power accounted for approximately 11% (391.915GW) of the world
electricity production and 76% of France‘s electricity in 2015. China and Russia have
each 36 operational reactors and have 7 and 20 reactors under construction respectively
(Nuclear Energy Institute, 2016). In Africa, only South Africa has two nuclear power
plants with a capacity of 1.860GW. So far, six other African countries Ghana, Kenya,
Morocco, Nigeria, Uganda and Senegal have shown interest to develop nuclear power.
IAEA will offer technical advice to these countries on international best practices and
standards in generating nuclear electricity (Luke, 2015).
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7. Conclusion

As the Zambian economy continues to grow in tandem with the population, the demand
for power will continue to surge. For Zambia to meet its future power needs, a diversified
source of energy is required. As evidenced by the power outages the country is
experiencing, Zambia cannot afford to rely on hydropower for much of its power. From
the measured and indicated resources of uranium mineralization reported by different
companies, Zambia has the potential of generating excess nuclear energy that can be
added to the national grid for many years. Therefore, policy makers should consider
adding nuclear energy sub-sector to Zambia’s power source in the National Energy
Policy. The signing of an over 15 year period US$10 billion Memorandum of
Understanding (MoU) by the Zambian and Russian governments to make Zambia a
nuclear science centre in Southern Africa for peaceful uses (Mushota, 2016) may help to
formulate a nuclear energy sub-sector policy.

Power outages have greater negative economic impacts on businesses thereby affecting
the economy of any country. The loss to the Zambian economy as a result of power cuts
is enormous than the cost of a nuclear plant in the long-run. In some instances, Zambia’s
biggest mining houses, manufacturing companies have had to suspend production and
small businesses experience disruptions due to power cuts (Bariyo, 2015, Jeffrey, 2015).
Adding nuclear energy to the Zambian energy mix can be one of the keys to stabilise
power in the country.

Nuclear energy will help breathe life into the uranium projects in the country that are
currently on care and maintenance due to the depressed price of uranium on the
international market. The uranium mined from the projects can be used as fuel in the
nuclear power plants. The mining and processing of the uranium ore will create
employment, business opportunities and accelerate infrastructure development in these
remote parts of Zambia. Zambia has a long history of mining and has adequate legislation
in place to regulate the mining sector. Uranium mining is further regulated by the
lonization and Radiation Protection Act, No 16 of 2005 (GRZ, 2005).
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Agro-Processing for Economic Development in Zambia

Zondwayo Dumat

Abstract

The agro-processing sector in Zambia has been growing in recent years, a trend also observed
with non-traditional exports. This paper draws its data from both secondary and primary data
sources, for data analysis atlas.ti computer software was used. The paper highlights that agro-
processing has the capacity to contribute to economic development and poverty reduction in
Zambia. In order to significantly contribute to economic development and poverty reduction,
Zambia is required to invest in infrastructure development, there is also need for the Zambian
government to accelerate the development of partnerships with other stakeholders, the need to
promote value chain linkages and finally to build capacity of various stakeholders in the economy.

Key Words: Agro-processing, Development, poverty reduction, Zambia

1. Introduction

Over the past decade, Zambia has recorded steady economic growth, surpassing the regional
average. Its average growth rate in the last five years was over 6 percent, which is above the
regional average for the countries of the Sub-Saharan Development Community (SADC) at 4
percent (Economic Commission for Africa, 2016), since mid-2015, Zambia has faced tough
global and domestic conditions with real GDP growing at 2.9% in 2015 (World Bank, 2016).
Growth has mainly been dictated by copper prices as well as increased Chinese demand for copper
products.

An appreciation of the structure of Zambia’s economy inevitably begins with emphasis upon the
dominant position occupied by the copper industry. Civil Society for Poverty Reduction (CSPR)
(2016), observes that, although Zambia has had over 300% rise in mineral output from 2000 to
2015, there has been little or even total lack of trickle down effects, in some cases, on the country’s
development.

As indicated above it can clearly be understood that despite being a major contributor to economic
growth, copper production has not contributed towards significant poverty reduction and
employment creation. For this reason, “the agriculture sector and the agro-industry are key
priority sectors in attaining broad-based economic growth, food security and poverty reduction
not only because they are labour intensive, but also because they have stronger linkages to the
rest of the economy” (Oluyele, 2012). The growth of agriculture has often been constrained and
its’ potential has been over shadowed by lack of a large well-functioning manufacturing base to
absorb produce from the agriculture sector.

Strategies of poverty reduction and economic development are often discussed among policy
makers, policy analysts and many more development practitioners but there is yet to be an
ultimate solution to the poverty challenge around the world especially in developing countries.
However, despite Africa’s large untapped land and many policy documents already suggesting
on the need to focus on the agriculture sector, there is need for developing countries to concentrate
more on the development of the agro-processing industry.

The agro-sector here is defined as the subset of the manufacturing sector that processes raw
materials and intermediate products derived from the agriculture, fishery and forestry. Thus, the
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agro-industrial sector is taken to include manufacturing of food, beverages and tobacco, textiles
and clothing, wood products and furniture, paper, paper products and printing, and rubber and
rubber products (Silva et al, 2009).

Traditionally, the agriculture sector has played a major part in the development of emerging
economies and has acted as a significant job creation. However, as economies advance and per
capita incomes increase, the role of agriculture changes and the demand for value-added and
processed food products increase, shifting the focus away from pure primary agriculture towards
agro-processing.

In an effort to understand how Zambia could improve its economic development. This paper will
briefly suggest the need to develop the agro-processing sector, looking at the challenges faced in
the sector and suggesting ways that could help grow the sector. As such the paper will give some
measures that Zambia may need to prioritize in the quest for the development of the agro-
processing sector.

2. Background

Africa’s growth accelerated from 3.7% in 2013 to 3.9% in 2014 (UNECA, 2015), East and South
Asia was the only region that grew faster than Africa at 5.9 % (UNECA, 2015). The strong
economic performance was largely due to favourable terms of trade, higher commodity prices
and strong global demand for natural resources (Adesina, 2015)

However, despite the impressive economic growth, it is noticeable that the majorities are still
living in absolute poverty and depend on agriculture as a major source of food and income. It is
worth noting that the region has continually lagged behind in agro-processing led productivity.

The agriculture sector has in many cases operated in isolation with the agro-processing industry
remaining relatively small to consume agricultural products before processing them to the next
level in the value chain. However, the agro-processing industry is characterized by backward,
forward linkages that have the potential to and have been responsible for stimulating increased
production and value addition in primary agriculture commodities. In some countries, it has been
pivotal for export diversification, boosting employment and fostering economic growth.

However, it is worth-noting that some emerging economies such as South-Africa have a well-
developed, sophisticated agro-processing sector that competes in world markets (McCarthy et al,
2012). This represents a function of the level of the economic development in South Africa, and
in this sense the South-African situation differs markedly from the less developed African
countries. One of best recorded features of economic growth and development, also reflected in
South African economic development experience, is the structural change characterized by an
increase in the manufacturing activity, accompanied by a fall in the primary production in
agriculture and mining (McCarthy et al, 2012).

The general trend for most economic indicators shows that the agro-processing industry makes a
significant contribution to the manufacturing sector in South-Africa. On average its contribution
to the output and value added of the manufacturing sector was 29.3% and 21% respectively,
during 2006-2010. Its contribution to domestic fixed investment and export was also 28.5% and
13.6% respectively, during the same period. The trend also shows that despite shedding more jobs
during 2006-2010, the agro-processing industry was still the largest employer in the
manufacturing sector (40% of the total manufacturing employment 2006-2010) (McCarthy et al,
2012).

The Agro-industry holds strong ties with the agriculture sector, in essence the agriculture sector
is the main source of input in agro-industries with the raw materials mainly being agriculture
products. Therefore, a well-functioning agriculture sector has the potential to increase agro-
processing output, and vice versa as farmers would be able to produce more due to readily
available markets.
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3. Agro-Processing In Zambia

Zambia is a landlocked country with abundant natural resources for agriculture, although 58% of
the land in Zambia (75 million hectares) is classified as having medium to high potential for
agriculture, only about 14% of arable land is cultivated (World Bank, 2009).

From 2001 to 2011 Zambia grew at an annual average of 6% GDP, rising from -2% in 1975 and
1995 (Ministry of Agriculture, 2013). The positive rate was triggered by high global copper prices
and robust investments in sectors such as telecommunication, construction, retail and
manufacturing (Ministry of Agriculture, 2013). Despite the encouraging positive signs, poverty
rates have remained persistently high more than 60% since (Ministry of Agriculture, 2013). The
situation with rural poverty is worse, as rural poverty rates have been stuck at 77% (Ministry of
Agriculture, 2013).

The agriculture sector remains of great importance to the Zambian economy, contributing about
10 percent to the country’s Gross Domestic Product (GDP) (Zulu et al, 2016). The sector employs
48.8% of the total labour work force (Zulu et al, 2016). On the other hand, the mining and
quarrying industry competes with agriculture sector in terms of GDP, but employs 1.4 percent of
the total labour force (Zulu et al, 2016). Zambia is a mineral based economy and mainly depends
on copper for foreign exchange (UNCTAD, 2016), hence overshadowing the importance of the
agriculture sector in being the engine of growth. Unlike the countries of East Africa, Zambia has
not really been dependent on agriculture to generate foreign exchange, albeit, it may not
particularly been the case with rural populations.

Further, the mining sectors’ linkage to the local manufacturing sector is very weak (CSPR, 2016),
equally, other sectors in Zambia generally have very low local content supplied to the mining
sector (CSPR, 2016).

In analyzing the agro-processing sector in Zambia it would be misleading to conceive the
agriculture sector as a homogeneous productive unit. It is made up of three categories of farmers
namely, small scale, emergent and large scale farmers (Ndadula, 2011). With the small scale
farmers being the majority, mainly located in rural areas. It is worth-noting that that the majority
of small scale farmers continue to live below the poverty line.

Despite government efforts to support small scale farmers through the Farmer Input Support
Programme (FISP), to help them to graduate to the next level as emergent and ultimately large
scale farmers, many have failed to graduate. Similarly, the Zambian government has been
attempting to diversify the agriculture sector through adding more crops on FISP but the outcome
has in most cases not led to a significant improvement to the peoples livelihoods’. Hence, taken
that low production in the agriculture sector is due to limited market opportunities, this has
resulted into low utilization of mechanization and production or processing tools.

Table 1 shows that the Food and Beverages industry had a biggest share of composition in
manufacturing in 2015; it is worth-noting that the processed and refined foods sector is mainly
dominated by Zambia Sugar Plc which is the largest sugar producer in Zambia, with an estimated
market share of about 90%. In 2013, the sector’s export earnings rose by 35.6 percent from
US$417,386.79 in 2012 to US$565,807.81 in the year under review (ZDA, 2014). The growth in
the export trend has continued to be attributed to wider market access in both regional and
international markets which have continued to benefit the country especially for sugar export
(ZDA, 2014).
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Table 1: Percentage composition of Agro-processing in manufacturing in 2015

Commodity Percentage composition in manufacturing
Food and Beverages 37.5%

Chemicals and chemical products 15.8%

Textiles 7.8%

Tobacco 6.9%

UNIDO (2016) based on authors calculations

Textiles sector started falling in 2001 following the fall of Mulungushi Textiles after the
liberalization of the economy, although there has been an increase in production in the wood
sector of the economy, following the increased demand in the construction sector as shown in
figure 1.
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Figure 1: Exports of Agro-Processed Goods from 2001 to 2008 (Zambia Development Agency,
2009, Based on authors calculations)

Table 2 shows that Agro-based Non-Traditional Exports (NTES) have increased over the years,
having more than doubled between 2001 and 2007, driven mostly by expanded production of
primary agriculture products - tobacco, cotton lint, coffee and maize but agro-processed products
accounted for only 26%.

Zambia’s NTEs have continued to increase over the years, in 2016 Zambia recorded an increase
in NTEs at about 20% from about K1.4 billion in May to over K1.6 billion in June due to increased
demand for equipment and production with maize, tobacco and cotton among the notable NTEs
(Tembo, 2016). Despite the growth NTEs, the country’s exports are still limited by low export
volumes, low value addition in its export products and lack of competitiveness because of high
production and trade costs in the domestic economy (UNCTAD, 2016).

The COMESA and SADC markets are important markets for Zambia’s non-traditional exports.
However, they involve several barriers like Sanitary and Phytosanitary measures (SPS), technical
barriers, quotas and restrictive rules of origin and those arising from inefficient and cost-raising
trade facilitation rules and procedures (UNCTAD, 2016). In addition to the challenges incurred
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in exports, the development of the agro-industry in Zambia today faces tough challenges including
costly raw material, supply chain efficiencies and market demand constraints.

Table 2: Agro-Based Non-Traditional Exports (2001-2008)

processed products

Sector 2001 2002 2003 2004 2005 2006 2007 2008
zgrmrﬁ/ure 51,359.00 | 76551050 | 97,91150 | 163,748.60 | 196,975.10 | 176,913.00 | 182,702.70 | 247,637.70
Floriculture 3407820 | 3029810 | 2240210 | 26,767.60 | 32,09410 | 17,839.10 | 62,53550 | 26,910.10
Horticulture 36,38390 | 44,907.10 | 42,969.00 | 3585130 | 20507.70 | 23,024.10 | 37,252.00 | 36,349.51
Animal products 3,062.50 5,192.00 3,593.20 1,992.10 2,130.90 2,305.80 5,177.70 7,861.60
Sub Total 124,883.60 | 156,907.70 | 169,875.5 | 228,359.50 | 253,712.80 | 222,088.00 | 289,674.90 | 318,758.90
Processed & 4300820 | 4374720 | 43,883.60 | 49,80220 | 66,933.30 | 103,573.30 | 114,997.60 | 108,419.40
refined foods
Textiles 34,14420 | 2562240 | 2598130 | 24,746.40 | 26937.30 | 1958380 | 1522170 | 18,518.30
Garments 331.10 219.20 162.70 143.80 445.40 315.30 7,176.90 8,083.30
";fjétgsa”d leather | 5 916 50 4,140.00 3,354.20 3,532.50 3,959.60 4,854.10 5,828.90 10,143.30
wood products 3,761.50 3,167.10 2,957.20 4,176.60 3,467.70 4,502.60 5,016.90 14,762.60
E'Uar?gscraﬁs and 227.07 379.00 145.10 41.80 183.90 547.40 588.80 1,248.30
Total agro-

85051.90 | 7727490 | 7648400 | 8244330 | 101,927.20 | 13337640 | 148830.80 | 153,091.60

Zambia Development Agency, 2009

Discussions on agro-processing are often linked to infrastructure development. It is worth-noting
that infrastructure serves a central delivery mechanism in achieving sustainable economic
development and the generation of quality social-economic development in the country.
However, transport costs in Zambia are high, they are said to be five times higher than those in
industrial country markets and account for about 60% of the total cost of goods (World Bank,
2008).

Poor infrastructure is a problem that affects production as well as distribution of agriculture
commodities, hence putting a strain on the value chain. It has been observed that agriculture
infrastructure has suffered neglect compared to urban infrastructure development in Zambia just
like many other developing countries. However, there is need to be dedicated to a balanced
infrastructure development, as infrastructure development is critical in the growth of the sector.

It is worth-noting that, strategic infrastructure is the backbone that interconnects modern
economies. The most strategic investments are functional and create the greatest impact in terms
of economic growth, social uplift and sustainability. Investment in strategic infrastructure forms
the basis for economic growth by facilitating productivity and allowing a region to attract private
sector investment (Gauteng department of agriculture and rural development, 2015).

The provision of appropriate, well-maintained and strategic infrastructure is critical to the growth
of the agro-processing sector. As a catalyst for development, it is, therefore, necessary for
government to contribute towards and facilitate investment in specific infrastructure in support of
value adding activities. Infrastructure of high quality allows firms to better compete on the market,
as inputs costs, accessibility and productivity is improved. In contrast, inadequate infrastructure
could have cost and time implications for investors, which may see investors seeking to rather
invest in areas where greater infrastructure benefits are on offer. Furthermore, investment by
government creates confidence among private sector investors that government is committed to
the well-being of the industry and long term growth of the economy (Gauteng department of
agriculture and rural development, 2015).
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Zambia’s need to invest in infrastructure development is core to creating an enabling environment
for the growth of agro-processing entrepreneurship. However, it is understood that Zambia has
been undertaking road projects around the country in recent years with the aim of opening up
from its land locked status to being land linked.

Hence, in so doing there is need to prioritise roads of higher economic value by identifying roads
that may open up rural areas and ultimately lead to attraction of investment by the private sector
in rural areas.

There is need for the government to enter into partnerships with other non-governmental partners,
who will all come with different attributes that could benefit the economy as a whole in what are
known as Public-Private Partnerships (PPPs). The PPPs require that a public sector authority and
private sector be signatories of a contract that will direct the operations of the relationship.

Successful cases of agriculture transformation have shown that creating an enabling environment
for the farmers and the private sector to invest in agriculture is a fundamental prerequisite. Such
an enabling environment is likely to encourage farmers to invest in their own land, especially in
activities that protect the land from soil erosion such as; terracing, mulching, adding rock or soil
bunds, and in activities that enhance productivity (Zulu et al, 2016).

In addition, interactions of the private sector and the public sector in Zambia are not new, yet the
level is very low. Hence, government could take advantage of PPPs for value-addition purposes
and infrastructure development. It is interesting to note that partnerships will enable government
to significantly share risks with the private sector, in a holistic and integrated manner, therefore
leading to a reduction of interfaces for the public sector.

Further, with partnerships between public and private sectors, the strengths of both the sectors are
leveraged (Ayyappan, 2007). On the one hand, the public sector has highly skilled and efficient
manpower and on the other hand, the private sector has excellent managerial resources
(Ayyappan, 2007).

There is also need for collaboration between various government entities and departments at
national, provincial and local level playing a role in the agriculture and agro-processing space,
each with own intervention programmes, incentives and budgets. Lacking cooperation and
collaboration between such entities can lead to divergent objectives, often leading to duplication,
conflicting priorities and counterproductive implementation of development initiatives,
hampering the effective growth of the industry.

It is very important that in the early years of the partnership, government should play a central
role in the creation of the partnerships, but in the latter stages government may be required to play
more of a facilitative role.

Following many challenges affecting the agriculture sector, the Zambian government developed
the Zambia National Agriculture Investment Plan (NAIP) 2014-2018, under the Comprehensive
Africa Agriculture Development Programme (CAADP) seeks to sustain agriculture productivity,
production and value-addition of major crops, livestock, forest and fisheries by comparative
advantage in different agro-ecological regions in the country (Ministry of Agriculture and
Livestock, 2013). However, despite the drafting of policy papers significantly indicating
government will, there is need to effectively implement the documents.

Value addition of agriculture products has in most cases gone hand in hand with an efficient
market strategy. In their natural state agriculture products are often not marketable or not
purchased by consumers due to their highly perishable nature, henceforth, they have to be
transformed into other products of higher value. The value added products are usually of higher
demand on the market.

Henceforth, there is need to adopt a value chain approach in the provision of government support.
Support to primary producers must be likened to downstream opportunities in agro-processing.
In addition, government may be required to ensure a deliberate balance between interventions and
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investments at upstream levels of the value-chain with those at the downstream levels. One of the
instruments that could be used in ensuring that support towards various value chains is dealt with
in a balanced manner is that of value chain round tables. Value chain round tables provide a
platform for value chain role players to articulate and discuss issues that require interventions by
government and its stakeholders in the non government sector throughout the value chain.

Agro-processing capacity building and capacity building has also been a major topic of debate
among different development commentators. However, if it is to make meaningful contribution
and remain relevant, the major forces shaping development of the sector need to be identified and
assessed.

A range of skills in the broad agriculture sector are of often lacking (Chatterjee, 2014), from
practical training to farmers through agricultural extension services to academic education for
full-time university students or agribusiness executives (Chatterjee, 2014).

In so doing, there is need to place different qualified stakeholders into clusters so that the training
is of particular relevance in their field of work. It is worth-noting that all individual skills
programmes that add to the development of the industry as well as economic growth need to be
taken into consideration.

In improving the capabilities of the agro-industry to produce and market their commaodities, there
is need for a deliberate policy to support local production. Hence, this implies the increased
exploitation of local materials and resources, application of local processing technology in cases
where producers are unable to afford other forms of technology and connect the producers to the
markets. However, it is worth-noting that capacity building programmes should not only be
limited to the public sector but should also seek to improve the capabilities of the private sector
counterparts, especially the emerging industry.

The strategy of capacity building should consist of at least the following:

e There is need to increase the investment in Research and Development, as well as
dissemination of the research outcomes with intended beneficiaries.

o All development projects may be required to allocate at least 15% of the budget to
capacity-building.

e Intensify apprenticeship programs.

4, Conclusion

There has always been divided opinions on whether agro-processing is a major driver of economic
development in the developing countries, however, many people in developing countries support
their livelihoods on the agriculture sector. Hence, raising a viable basis for the need to develop
the agro-processing sector due to its strong linkages with the agriculture sector.

In Zambia the majority of farmers are small scale and poverty is a key feature among them. Hence,
investing in agro-processing will be beneficial for employment creation as well as providing
backward and forward linkages with not only the agriculture sector but also other sectors in the
economy.

Therefore, Zambia needs to invest in agro-processing, paying particular attention to the whole
value chain. The agro industry has the potential to drive economic growth and to contribute to
significant poverty reduction, as well as to meet the global and domestic demand for agro-
products. Despite, the high risks in agriculture production, Zambia has huge agricultural potential
and could consequently take advantage of the regional demand for agro-products.
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Challenges such as poor infrastructure development, low productivity, weak sector linkages
among others, need to be effectively addressed as well as looking into building capacity of
stakeholders in the value chain.
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An Investigation on the Water Balance at Golden
Valley Agriculture Research Trust (GART) in
Chisamba

Kamuti Mulonda! and Richwell M. Mwiya!

ABSTRACT

The Agricultural Knowledge and Training Centre (AKTC) aims at contributing to the growth of
Zambia’s agricultural potential by communicating and conducting training on modern
agricultural technology and inputs. It is therefore important to have an understanding of the water
balance at the Golden Valley Agricultural Research Trust (GART) demonstration station for
effective planning of water use and efficiency improvement. Evaluation of reference
evapotranspiration (ET,), which is climate driven is key to on-field assessment of water needs
both at present and future times. At the 10 hectare farm for GART, AquaCrop and ET, calculator
software tools were used in the water balance study for a period of 37 years starting from 1978 to
2015. The crop under evaluation is soybean with sources of water from rainfall and irrigation
from groundwater. For the seasonal (annual) water balance, rainfall volumes range from 594 mm
to 1444 mm with an average of 890 mm. The net irrigation water requirements for soybean varied
from 53 mmto 162.2 mm per season while the daily atmospheric ET, demand is between 3.9 mm
— 7.0 mm per day. Of the received water, the crop evapotranspiration (ET.) is between 3.4 mm —
5 mm per day or 450 mm — 570 mm per season for a season that starts from 7" December to 4"
April. Losses due to surface runoff are between 100 mm and 275 mm per season while deep
percolation is within the range 150 mm — 300 mm per season. Losses resulting from direct soil
evaporation vary from 150 mm to 190 mm per season. Comparison of AquaCrop predicted results
to those observed in the field indicate a 23 % percent of soil fertility stress and only about 5 % of
water stresses contributing to yield reduction. Under optimum growth condition simulation,
AquaCrop average yield is 4.16 ton/ha while the observed yields after harvest is 3.22 ton/ha.

KEYWORDS: Water balance, Reference evapotranspiration, Rain—runoff, Water
productivity, Harvest index

1.  INTRODUCTION

Various factors and components that make up and influence a water balance of any region are
well known. At farm level, a water balance is needed for planning of crop water requirements as
well as allocation of water for other farm uses. Regardless of these advances, water availability is
site specific as influenced by climate, crops grown and other field management aspects affecting
water use efficiency. The research focuses on a water balance at the Golden Valley Agricultural
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Research Trust (GART) in Chisamba as a planning tool for the Agricultural Knowledge and
Training Centre (AKTC) project. AKTC is a Bilateral Cooperation Project between the Zambian
Ministry of Agriculture and Livestock and the German Federal Ministry of Food, and is
established on the premises of GART to serve as a demonstration and training centre.
Evapotranspiration is the combined process of evaporation of water from the soil and wet plant
surfaces, and transpiration of water from within plant tissues. It is influenced by meteorological
variables such as temperature, relative humidity, wind speed and solar radiation, crop
characteristics, management practices, as well as field practices (Allen, et al., 2007; Allen, et al.
1998b; Droogers and Allen, 2002; Yavuz et al., 2015). Raes, et al., (2009) states that agriculture
is the world’s largest water user by volume, and most of it is used by crops to transpire during
photosynthesis. Huffman, et al., (2011) lists some of the methods used to determine
evapotranspiration. Indirect estimation of evapotranspiration using climatological data generally
seems less expensive compared to the other methods because there is no need for growing and
maintain a living crop (Allen, et al., 2007). Reference evapotranspiration has been defined as a
“standardized and reproducible index approximating the climatic demand for water vapour” and
is the “evapotranspiration rate from an extensive surface of reference vegetation having a
standardized uniform height and that is actively growing, completely shading the ground, has a
dry but healthy and dense leaf surface, and is not short of water” (Allen, et al., 2007; Allen, et al.,
1998). The Penman-Monteith model is recommended by the Food and Agricultural Organization
(FAO) of the United Nations for estimation of ET, (Pandey, et al., 2016; Allen, et al., 2007,
Allen, et al., 1998) and is used as the standard. For agricultural fields, rainfall, irrigation, and
capillary rise of groundwater are the sources of water for root zone, while evapotranspiration,
deep percolation losses and runoff removes water from it. The amount of water transported
upwards by capillary rise from the water table to the root zone depends on the soil type, the depth
of the water table and the wetness of the root zone, and it can be assumed to be zero when the
water table is more than about 1 m below the bottom of the root zone (Allen, et al., 2007).
Estimation of runoff is influenced by factors such as land cover, soil texture, soil structure, sealing
and crusting of the soil surface, land slope, local land forming, soil moisture content, and rainfall
intensity and duration (Allen, et al., 2007). Runoff can be estimated using the USDA-NRCS curve
number approach used within hydrologic, soils, and water resources communities (Huffman, et
al., 2011).

1.1. Motivation

Water is a key component in the growing of crops at all farming levels because the yields of crops
are highly influenced by available water. Factors such as field management also influence
harvestable yield, however, the interactions of local climate and water availability are the main
limiting factors. For most farmers, the challenge is in accessing useful information on typical
water balances for their farms or locality. Such information is needed in establishing supplemental
irrigation volumes as well as timing of application (Irrigation scheduling). Therefore, efforts
needed in collecting, computing and analysis of local meteorological data, soils, field
management and crop growth characteristics for determination of net irrigation requirements,
evapotranspiration as well as other water uses or losses.
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1.2. Problem Statement

The AKTC project aims at contributing to the modernization of crop production in Zambia, by
equipping farmers with state-of-the-art knowledge and skills thus efficient use of water becomes
a prerequisite. The Republic of Zambia’s diversification of the economy policy from mineral
dependence to an agro-based one, puts more stress on the constant supply of water available for
crop production. Most of the farms are small to medium size, mainly depending on rain-fed
production; improvements in productivity is essential for rural food security. The study identifies
ways to improve crop water productivity and other management practices at AKTC through the
use of AquaCrop crop water productivity model to simulate yield, water balance and effects of
management inclusive through number of scenarios.

1.3. Objectives

The study aims at establishing a water balance at GART, Chisamba on behalf of AKTC with the
following specific objectives:

o Quantify water input and output (ETo—Precipitation/Irrigation) for the study area

o Identify the physical soil properties relevant to soil water availability and crop growth

o Simulate crop growth (for soybean), and compare actual yields observed in the field to
those estimated by the AquaCrop model

. Determine water use efficiency at the Centre and other field management aspects

1.4. Study Area—GART Chisamba

The study area is located in Chisamba district of Zambia, central province geographically located
at 14°56' 37.00” S and 28" 05' 11.00"” E. The research Centre is just about 60 km north of Lusaka.
It is surrounded mainly by other farms except the north east boundary which is the Great North
road. The farm has a total area of 1003.01 hectares but only the 10 hectare farm is considered in
this research. The surface topography and slope is relatively flat. The irrigation system in use is
centre pivot sprinkler system. For the 10 ha field, the only water source besides rainfall is
groundwater with the water table below 24 m from ground surface. The soil belongs to the loam
textural class having a pH range of 5.3 — 5.6 with an organic matter content of about 3 percent.

1.5. Reference Evapotranspiration

Evapotranspiration combines both soil evaporation and crop transpirations, it is affected by many
factors among them are; weather, crop characteristics, management and environmental aspects.
Evapotranspiration from a reference surface is called Reference evapotranspiration and is
calculated based on FAO standard using the FAO Penman—Monteith equation. The reference
surface is hypothetical and is described as an extensive surface of a green well-watered grass of
uniform height actively growing and completely shading the ground (Allen, Pereira, et al., 1998).
This then reduces ET, to a climatic parameter that can be computed only using weather data. The
equation and all the required meteorological data and other parameters as shown in equation 1.
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Where: ET, is the Reference evapotranspiration [mm/day]; R,is the Net radiation at the crop
surface [MJ m-2 day-1]; G is the Soil heat flux density [MJ m-2 day-1]; u, is the Wind speed at
2 m height [m/s]; e is the Saturation vapour pressure [kPa]; e, is the Actual vapour pressure
[kPa]; es — e, is the Saturation vapour pressure deficit [kPa]; A is the Slope of vapour pressure
curve [kPa/ oC] and y is the Psychrometric constant [kPa/oC].

1.6. Crop Evapotranspiration

Reference ETo as described in section 1.5 often does not exist under field conditions as there are
many other factors outside the standard conditions. These factors include crop characteristics that
are different from the reference grass surface as well as management and environment factors.
Therefore, adjustments for ETo are made using correction factors reflecting the influence of non-
standard conditions through the use of a crop specific coefficient (Kc) that depends on the crop
growth stage. The crop evapotranspiration (ETc) refers to evaporating demands from crops grown
in relatively large fields, under optimum soil water, excellent management and environmental
conditions. When management and environment conditions are not optimal further adjustments
needs to be made to the calculated value of ETo symbolized as ETc adj. The adjustments are made
by introducing a water stress coefficient (Ks) and /or adjusting Kc for all kinds of stresses that the
crop undergoes (Allen, Pereira, et al., 1998). The calculations of crop evapotranspiration based
on the FAO guidelines can be divided into two methods.

1.6.1. Single crop coefficient—Crop evapotranspiration

In the single crop coefficient method, the effective crop characteristics different from the
reference grass are represented by a single coefficient (Kc) only. Under standard conditions, ETc
is calculated from the single crop coefficient and reference evapotranspiration ETo as follows:

ET, = K. X ET, )

Equation 2 is applicable for normal irrigation planning and management needs as well as water
balance investigations for time steps of more than one day. For a detailed account of the
calculation procedure for ET. based on this method see (Allen, Pereira, et al., 1998). In summary,
the procedure consists of the following:

i. Identifying the crop growth stages, length of each growth stage and selecting an appropriate
K. coefficient from tables provided in literature;

ii. Depending on climatic conditions or irrigation wetting frequencies, the K. selected in (i)
above is adjusted to account for their effects.

iii.  Construction of the coefficient curve for the entire growing period of a crop.

iv.  Finally, ETc is calculated using equation 2.

K. is also affected by partial wetting resulting from certain types of irrigation such as trickle or
furrow systems as an example such that the true irrigation depth of wetted soil fraction has to be
determined.
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1.6.2. Dual crop coefficient—Crop evapotranspiration

The dual crop coefficient outlines a procedure for calculating crop evapotranspiration under
standard conditions as in section 1.6.1 but using two coefficients. One for crop transpiration (the
basal crop coefficient Kcb) and the other for direct soil evaporation (Ke). ETc is then obtained
using the equation 3:

ET, = (ch + Ke)ETo (3)

The use of dual crop coefficient is recommended for use when improved estimate of Kc is needed
for irrigation scheduling on a daily basis. The basal crop coefficient is defined as the ratio of crop
transpiration over the reference evapotranspiration (ETc/ETo) when the soil surface is dry but
transpiration is occurring at a potential rate without water limitation. It represents the transpiration
component of evapotranspiration process. On the other, the soil evaporation coefficient (Ke)
represents the evaporation component of crop evapotranspiration. Immediately after rainfall or
irrigation, Ke is at its maximum and becomes very small or even zero when the soil surface is
dry. The evaporation process assumes soil water content on the surface to be at field capacity
(6FC) just after a wetting event. The soil is allowed to dry to a water content that is halfway
between oven dry and wilting point (OWP) so that the amount of water that can be depleted by
evaporation per drying cycle is estimated using equation 4.

TEW = 1000(85¢ — 0.560y,p)Z, 4)

Where: TEW is the total evaporable water = maximum depth of water that can be evaporated
from the soil when the topsoil has been initially completely wetted [mm]; 6FC is the soil water
content at field capacity [m3/ m3]; OWP is the soil water content at wilting pint [m3/ m3]; and Ze
is the depth of the surface soil layer that is subject to drying by way of evaporation [0.10 m—0.15
m]. During drying, evaporation can be assumed to take place in two stages. The first stage is the
energy limiting stage which happens when the soil surface is wet and evaporation is at its
maximum. At some point during the drying process, soil water content in the upper soil surface
becomes limiting and evaporation reduces accordingly. This change in in rate of evaporation is
accounted for by the soil evaporation reduction coefficient (Kr). The cumulative depth of
evaporation, De at the end of the energy limiting stage is REW (Readily evaporable water which
is the maximum depth that can be evaporated from the top soil layer without restriction during
this stage). The second stages is the falling rate stage. During this stage, the rate of evaporation is
reducing and starts to exceed REW and the soil surface is visibly dry. This is the stage at which
the reduction in evaporation is proportional to the amount of water remaining in the surface soil
layer.

_ TEW-Dgjy

T T TEW-REW fOT De,i—l > REW (5)

Where: Kr is the dimensionless evaporation reduction coefficient dependent on the Soil water
depletion (cumulative depth of evaporation) from the topsoil layer (Kr =1 when D, ;_; < REW);,
D is the cumulative depth of evaporation (depletion) from the soil surface layer at the end of day
i-1 (the previous day) [mm]; TEW is the maximum cumulative depth of evaporation (depletion)
from soil surface layer when Kr = 0 (TEW = total evaporable water) [mm]; and REW is the
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cumulative depth of evaporation (depletion) at the end of energy limiting stage (REW = readily
evaporable water) [mm]

1.7. Energy Balance

For evaporation to take place, some relatively large amount of energy is required either through
sensible heating or the use of radiant energy. This energy exchange for evapotranspiration is
limited mainly by the amount of energy received considering all energy fluxes. Thus the energy
equation for an evaporating surface can be written as:

R,—G—AET—H=0 (6)

Where: R,, is the net radiation; H is sensible heat; G is the soil heat flux; and AET is the latent
heat flux. The terms in equation 6 can either be positive or negative with positive Rn and G
supplying energy to the surface while AET and H remove energy from the surface.

1.8. Soil Water Balance

Assessing soil water balance involves taking account of both the incoming and outgoing water
fluxes in the root zone over a time period. In this regard, the root acts as a water reservoir and the
water retained or depleted in the root zone can be determined at any moment during the crop
growing cycle. When all fluxes except evapotranspiration are known, evapotranspiration can be
determined from the changes in soil water content storage within the root zone by applying
equation 7:

ET =1+4P —RO —DP — CR + ASF F ASW (7)

Where: ET = is evapotranspiration, | = irrigation, P = rainfall, RO = surface runoff, DP = deep
percolation, CR = capillary rise, SF = subsurface flow (In or Out) ASW = change in soil water
content.

2. MATERIALS AND METHODS

The use of computer models to estimate evapotranspiration, and crop growth, yields,
environmental conditions and other water balance components to facilitate planning becomes
inevitable in limited time and resources. A prerequisite is to have all model input data in place,
within statistically acceptable record length and homogeneity. AquaCrop was used to simulate
crop yield response to water and water balance analysis while the ETo Calculator to compute
reference evapotranspiration. The ETo calculator follows FAO standards and this method has
been selected by FAO as the reference because it closely approximates grass ETo regardless of
geographical location, is physically based, and explicitly incorporates both physiological and
aerodynamic parameters. Similarly, AquaCrop simplifies the complexity of crop response to
water and makes use of empirical production relationships as the most practical option to assess
crop yield response to water. It includes the soil, with its water balance; the plant, with its
development, growth and yield processes; and the atmosphere, with its thermal regime, rainfall,
evaporative demand and carbon dioxide concentration. Additionally, some management aspects

61



are explicitly considered such as irrigation, soil fertility and field practices as they affect soil water
balance, crop development and consequently yields. Figure 1 shows a flow chart of the methods
employed during the investigation.

Meteorological Data Field Conditions Management
[Rainfall, temperature, humidity, [Soils types, field slope, pH, [Fertility, crops, irrigation, field
ETo, wind] humus] practices]

Figure 1: Methodological flow chart

2.1. Meteorological data

The main inputs into AquaCrop model are meteorological data for the computation of ETc, and
as input into the soil profile for water balance analysis. This makes collection of available climatic
data a first step in the development of the model.

2.1.1. Rainfall

Daily rainfall records for a 37 year period were obtained from the Metrological (MET) Office in
Lusaka. This record as shown in Figure 2 (a) is for the town of Kabwe. Kabwe was used because
it had the most consistence long period record as well as near enough to the study area and with
similar climatic patterns.
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Figure 2: (a) Kabwe 37 year rainfall record and (b) its homogeneity test (residual mass curve)
in rainbow software

Statistical test for homogeneity to determine the consistence of the rainfall record were performed
using the Rainbow software (Raes, et al., 2006) based on the cumulative deviation of the mean
(residual mass curve). The results shown in Figure 2 (b) are acceptable since the cumulative
residuals fluctuate around zero and are far from the rejection lines of 90 %, 95 % and 99 %
respectively. For 37 year rainfall record, the mean annual rainfall is 890 mm, minimum record of
594 mm and a maximum of 1444 mm. As estimated by the Rainbow software, the region will
experience dry conditions (80 % probability of exceedance) when annual rainfall is below 545
mm. A wet season is experienced (20 % exceedance probability) when average annual rainfall is
862 mm. The area has a sample standard deviation of 194 mm. Graphical representation of the
fitted log 10 transformed rainfall data on the normal distribution is shown in Figure 3 (a) and has
a coefficient of determination (R?) of 0.97 on the fitted cumulative density function (red line in
figure 3 b).
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Figure 3: (a) Frequency histogram of the log transformed rainfall record and (b) probability
of exceedance plot

2.1.2. Temperature

Temperature is another climate input required for use in both AquaCrop and the ETo calculator.
In AquaCrop, temperature is used to determine the growing degree days (GDD) and describe crop
growth, phenology and adjustments of biomass production during damaging cold periods (Raes,
et al., 2009a). Growing degree days are calculated using:
GDD = Taypg — Thase (7
Where Thase is the base temperature below which crop development does not progress, and Tavg
is average air. An upper temperature threshold is also considered, beyond which crop

development no longer increases with increase in air temperature for a given crop. Figure 4 gives
average annual minimum and maximum temperature distribution.

Monthly average minimum and
maximum temperature

Temperature [°C]

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Mov Dec
Maximum temperature B Minimum temperature

Figure 4: Monthly average minimum and maximum temperature for Kabwe

2.1.3. Relative Humidity and Wind Speed

Relative humidity is needed for calculation of ET, in equation 1. Figure 5 (a) shows monthly
average relative humidity values for Kabwe for period of 19 years (1995-2013) from
Meteorological Department checked against those provided by Faoclim 2 agro—climatic data base
of FAO for consistence. Wind Speed record for the same period is shown in Figure 5 (b).
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Figure 5: (a) Annual average relative humidity and (b) average wind speed for Kabwe
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2.1.4. Solar Radiation and Carbon Dioxide concentration

A 12 year Faoclim 2 record of monthly average values shown in Figure 6 (a) was used.
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Figure 6: (a) Annual distribution of solar radiation for Kabwe and (b) carbon dioxide
concentration as measured and projected at Mauna Loa Observatory in Hawaii

No records of carbon dioxide concentrations measurements were available. For this reason,
historical and projected carbon dioxide (CO,) concentration values as observed at Mauna Loa
Observatory in Hawaii were used as shown in Figure 6 (b). CO. concentrations are used in
AguaCrop model to simulate crop water productivity (WP) as it is normalized for both CO;
concentrations and climate (ET,). WP is expressed as the above ground dry weight of biomass (g
or kg) produced per land area (m? or ha). Normalization for CO, concentration is by considering
the reference concentration of 369.41 (Raes, et al., 2012).

2.2. Soils

The soil under consideration falls in the loam soil category and composed of 36 % sand, 39 % silt
and 25 % clay on mass basis while the organic matter content of the soil is the in range 2.72-2.96
%. The soil pH is in the range 5.3 to 5.6. Soil physical properties were calculated using the Soil
Water Characteristics Model (Saxton & Rawls, 2006). The soil horizon was considered up to a
depth of 2.5 m beyond which soybean roots can’t reach. Because the water table is 24 m below
ground surface, the soil water is lost as deep percolation and no capillary rise is considered. The
estimated moisture content by volume at permanent wilting point (PWP), field capacity (FC),
saturation (SAT) are 16.4 %, 30.8 %, and 46.4 % respectively while the saturated hydraulic
conductivity is at 240 mm/day. Under existing field management, the curve number (CN) for
modelling of surface runoff was estimated at 72. In addition, readily evaporable water was limited
to 9 mm with an evaporating surface layer up to a maximum depth of 4 cm (Allen, Pereira, et al.,
1998).

2.3. Crops
The crop under cultivation was soybeans. Hence its physical characteristics were obtained and

estimated from field observation planted on 71" December, 2015 and reaching maturity on 4" April
2016 after 120 days. These characteristics as put in AquaCrop are shown in Table 1.
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Table 1: Calendar description of soybean growing stages under optimal conditions

Growth stage from day one after sowing to: | Length (days) | Date
Emergence 7 14 December
Maximum canopy cover 60 5 February
Start of canopy senescence 90 7 March
Maturity 120 5 April
Flowering 60 5 February
Length building HI 60 End 6 April
Duration of flowering 21 End 26 February

Plant density was estimated at 350,000 plants per hectare. Crop yield is then modelled through
the response of crops to water using the empirical relationship:

(1-7)=Kk0a-5 (8)
Where, Y, is the actual yield and Yy is the maximum possible yield for a given management
condition, ETa is the actual crop evapotranspiration and ETc is the crop evapotranspiration for
non-water stressed conditions. AquaCrop separates actual evapotranspiration into soil
evaporation and crop transpiration and eliminates the non-productive consumptive use of
evaporated soil water, the final yield is also separated into biomass (B) and harvest index (HI)
(Raes, et al., 2009b). The above ground biomass is obtained as accumulation of daily biomass
production using equation

B=WP XX Tr 9)

Where Tr is transpiration (mm) and WP is the water productivity (kg of biomass per m? and per
mm of cumulated water transpired). From the calculated above ground biomass, the yield () is
obtained using the reference harvest index (Hlo):

Where fy; is a multiplier that takes into account of stresses that reduce Hlo from the reference
value.

2.4. Observed irrigation Events
Besides surface treatment methods and soil fertility water supplied under irrigation is also a
management issue. Table 2 gives observed irrigation events during the 2015-2016 growing

season.

Table 2: Observed irrigation events showing depth and day of application from the date of

planting
Event Date Day No. | Depth (mm)
1 4, January 29 30
2 7, January 32 30
3 10, January 35 30
4 13, January 38 30
5 26, January 51 30
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2.5. Simulations

Simulations in AquaCrop encompass the whole soil-plant-atmosphere continuum. Gradual
model development started with the most optimal conditions for crop growth, comparing the
simulated yields with those obtaining on the ground. Three scenarios were developed based on
possible existing field:

I. Scenario 1: In this scenario all conditions were at optimum with the soil fertility set to
non-limiting and the field without any water stress (optimum irrigation based on net water
requirement for the crop to supplement rainfall).

ii.  Scenario 2: for this scenario, soil fertility was equally at optimum. The source of water
was rainfall but instead of net irrigation, observed irrigation events were applied in the field
asin Table 2.

iii.  Scenario 3: In scenario three, soil fertility was set to non-optimal conditions with levels of
soil fertility estimated from field test report from which soil fertility was set at 80 %. As in
scenario 2, water application was as observed in the field, combining rainfall and irrigation
events of Table 2.

In all simulations, daily rainfall values were used and monthly averages for temperature, wind
speed, solar radiation, relative humidity data, and ET,.

3. RESULTS AND DISCUSSION
3.1. Determination of ETo
The calculated annual distribution of ET, values imported into AquaCrop are shown in Figure 7

(a) for daily ETo. Figure 7 (b) compares monthly rainfall and ET, values. The highest ET, values
are in October while the lowest are in June.
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Figure 7: (a) Daily reference evapotranspiration and (b) stacked comparison of monthly
rainfall and ETo for GART

Generally, ET, demands are higher than received rainfall depths and thus supplemental irrigation
is inevitable. However, for December, January and February enough rainfall is received to meet
respective ET, demands while in March and November more than half of the ET, demand can be
provided by rainfall and the deficit by irrigation. The maximum ET, deficit of 206 mm/month or
6.87 mm/day occurs in October.
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3.2. Water and Yield Analysis for Soybean

The water inputs and outputs in the field is considered including the inter—play between water,
soil fertility and yield formation for soybean using the three scenarios mentioned in section 2.5.
The results from all scenarios are compared so as to understand the main factors influencing field
observations.

3.2.1. Net Irrigation Requirements

Under water stress-free production of scenario 1, net irrigation requirements were determined to
augment rainfall with an average annual water input of 818.8 mm and average losses of 431.2
mm representing an average field loss of 51.3 % * 5 %. Thus soybean uses an average of 427.8
mm to transpire. Table 3 shows expected seasonal values of rainfall and net irrigation
requirements for dry, normal and wet weather conditions giving typical range for planning
purposes. A guide on the distribution of these net irrigation requirements per 10 day interval is as
shown in Figure 8.

Table 3: Seasonal water inputs from rainfall and irrigation for a dry, normal and wet year

Weather Condition Annual Rainfall (mm) Seasonal Net Irrigation Requirements (mm)
Dry 545.2 162.2

Normal 685.4 109.8

Wet 861.8 53.0

Table 4 shows possible maximum 10 day net irrigation requirements. The maximum that can be
applied in one decade is about 50 mm only. The bulk of the water demand is needed just after the
mid—season till when the crop has reached maturity. For this reason care has to be made to avoid
water stresses at such a stage.

Table 4: 37 year return period 10 day net irrigation requirements under optimal growing for
soybean

Dec Jan Feb Mar
Decade 1 2 3 1 2 3 1 2 3 1 2 3

37 year return period

AN 198 299 234|367 476 385|441 306 476|471 491 213
net irrigation (mm)

10 Day (Decade) Net Irrigation Requirements for Soybean

E 40
E 35
— 30
e 25
2 20
® 15
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E 5
= 0
zZ 1 2 3 1 2 3 1 2 3 1 2
Dec Jan Feb Mar

m Normal (50% Exceedance probability) m Wet (80% Exceedance probability) = Dry (20% Exceedance probability)
Figure 8: 10 day (decades) of net irrigation requirements for the dry, normal and wet weather
conditions
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Comparing actual irrigation events of Table 2 to model results under ideal conditions of scenario
1, all the five events occurred between the first and third decade of January indicating a dry year
for that period for the year in question. A 30 mm depth at an interval of 3 days implies that
available soil water is above the crop’s allowable depletion factor and thus not fully depleted
before the next application even during peak ET, demands. Therefore, the interval of application
is not optimal. The application depth of 30 mm when compared to Table 4 has a return period of
37 years, but applied in a year that is not the driest within the record. This depth is too high when
compared to the statistical range of 10 mm to 22.5 mm of Figure 8.

3.2.2. Water Balance comparison between scenarios

Figure 9 (a) show scenario 1 having lowest percolation losses because irrigation is at optimum
with respect to depth and scheduling thus minimizing losses due to deep percolation. Crop growth
is equally modelled at optimal soil fertility, thereby making use of available water for both
biomass and yield formation. Scenario 2 and 3 have percolation losses higher than in scenario 1
because irrigation depth and intervals are not optimized. In Figure 9 (b) scenario 3 has much
higher direct soil evaporation losses than both scenario 1 and 2 whose evaporation losses have
identical trends as a result of poor soil fertility level predicted at a fertility stress of 23 % by
AquaCrop. Poor fertility resulted in poor canopy development and thus exposing large proportion
of the field to direct sun and wind. Effects of poor canopy cover is notable in Figure 10(a) were
transpiration for scenario 3 is lowest.
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Figure 9: (a) Comparison of Seasonal deep percolation losses and (b) direct soil evaporation
losses between scenarios 1, 2 and 3
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Figure 10: (a) Seasonal crop transpiration and (b) evapotranspiration between scenarios.

Transpiration in scenarios 2 and 3 is influenced by available water from both rainfall and
irrigation. As for scenario 1, seasonal transpiration is constant during simulation as water is
always available in right quantities. Scenario 3 transpires much less than scenarios 1 and 2
because of low fertility that inhibit crop water use through reduced biomass formation. Combining
both evaporation and transpiration, scenario 1 has relatively higher values but with a transpiration
to evapotranspiration ratio of over 78 %. This implies a better WP for the same crop on a dry
yield basis and Scenario 3 has the lowest ratio of 67 %. Evolution of evapotranspiration is shown
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in Figure 11(a). Three regions have been identified, region 1; between days 10 — 20 were scenarios
| and 2 exhibits possibility of water stresses in the vegetative stage of the crop cycle. Region 2;
between days 25 and 40 were actual application of irrigation events is taking place in scenarios 2
and 3 and suddenly increases ET values from about 4.25 mm/day to over 4.8 mm/day as result of
excessive soil evaporation from heavy irrigation and not crop transpiration as seen in scenario 1
where the increase is gradual with crop development. Region 3; 90 days from planting have higher
ETo in scenario 1 when compared to the other two scenarios. The difference comes from
unnecessary higher crop transpiration towards crop maturity and should be avoided without
affecting yields (Less than 5% vyield difference between scenario 1 and 2 in Figure 12).
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Figure 11: (a) 37 year average distribution of soybean evapotranspiration within a growing
season [from 7th December to 5th April] and, (b) seasonal runoff volumes for scenarios 1, 2
and 3
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Figure 12: 37 year seasonal yields for scenario 1, 2 and 3.

In Figure 11(b) there is no significant differences in runoff between all three scenarios due to the
fact that runoff processes are influenced by constant field conditions in all scenarios such as soil
type, field slope, type of crop and field management. Similarly, reduced evaporation in scenario
1 due to good canopy cover slightly increases the amount of volume available for runoff.

3.2.3.AquaCrop prediction Vs actual yields

Average observed yield was 3.22 ton/ha of soybean but under ideal crop growing conditions,
AgquaCrop gave an average of 4.16 ton/ha while under actual applied irrigation the average
reduced to 4.00 ton/ha. Observed water stresses were below 5 % while soil fertility stresses
reduced average yield to 3.12 ton/ha with a maximum of 3.42 ton/ha and a minimum of 2.70
ton/ha. The seasonal yields for all three scenarios are shown in Figure 12.

4.  CONCLUSION AND RECOMMENDATIONS

Analysis of seasonal water requirements indicates that current field irrigation practices do not
significantly affect crop yield and simulations recorded water stresses less than 5 %. Irrigation is
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required from the initial stages up to the flowering and yield formation stages in dry weather
conditions. Estimated 10 day irrigation scheduling is shown in Figure 8 for all weather conditions.
Practically no irrigation is required under wet weather conditions. Evapotranspiration crop water
requirements at daily time steps is between 3.4 mm/day to 5 mm/day and 450 mm to 570 mm per
season. Rainfall average is 890 mm per year while irrigation needs varies from 53 mm to 162.2
mm per season for soybean. About half of inflow water fluxes are lost through evaporation, runoff
and deep percolation. Evaporation losses range between 150 mm and 190 mm on a seasonal basis
for scenario 3. For this reason, methods that avoid evaporation losses should be employed. Surface
runoff ranges from 100 mm to 275 mm while deep percolation losses range from an average
minimum of 150 mm to a maximum of 300 mm. Emphasis should be given to soil fertility as it is
the main reason for discrepancy between AquaCrop predicted yields and those observed. The
crop suffered a 23 % fertility stress, corresponding to a 23 % yield reduction. Results also depend
on quality of meteorological data used in instances were monthly values are used as daily micro—
climate conditions affecting crop ET and ETo maybe misrepresented. The difficult in getting field
values of moisture content and carbon dioxide concentration and the use of estimated values also
contributes to uncertainty of the results.
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Assessment of Key Risks in Airport Construction
Projects in Zambia: A Case Study of the Expansion
and Upgrading of Kenneth Kaunda International
Airport

Ananias Sichone!

Abstract

Airport construction projects are large, complex, and expensive ventures that often involve
political, economic, social, technical, environmental and legal (PESTEL) challenges. Despite
these challenges, large sums of money are invested in airport projects that run high risks of being
over budget and not within schedule. Though some degree of cost, schedule and quality risks are
considered during planning, an understanding of how risks impact on the performance of the
project still remains a challenge for project managers and stakeholders. Past experience from
similar projects indicate that there was a lack of tools to identify and assess risks in airport
construction effectively. In seeking to address these problems, this research aimed at identifying
and analyzing the key PESTEL risks associated with the development of airport construction
projects in Zambia. The expansion and upgrading of Kenneth Kaunda International Airport
(KKI1A) was used as a case study. Due to time constraints, the research was conducted during the
construction phase only. Through interviews, the study established that there was lack of in-depth
understanding and knowledge of the inherent PESTEL risk issues and their impact in airport
construction. There was also no standard and effective technique or practice specifically targeted
for assessing risks in airport construction projects. Based on a review of literature and a self-
administered structured questionnaire, risks were identified and a comprehensive assessment of
the probability of these risks as well as their impact on project objectives was carried out. Using
the risk significance and identification score (RSIS), the study identified and ranked 20 key
PESTEL risk factors as having a significant impact on project delivery. Among them “Unforeseen
modification to project” was recognized to influence project objectives mostly, followed by
“Stakeholders’ pressure”, and “Material price changes”. It was concluded that project
stakeholders must work collaboratively during the construction phase to address potential
PESTEL risks in time to ensure the successful delivery of the project within time, without cost
overruns and to the expected quality.

Keywords: Risks, airport construction projects, PESTEL, KKIA, Zambia
1. Background

The construction process, especially in the context of airport construction projects, is complex
and has significant risks built into its structure (Ashley, 1977, Mohammad et al., 1991) which
influence the project from initiation through to the completion stages (Flyvbjerg et al., 2003). For
example, variable site conditions, subcontractor delays and uncertainty about changes in weather
conditions are some of the common risk variables that exist in every construction project. Risk
management is therefore paramount during construction for successful delivery of the project.
Project Managers who do not interact attentively with the environment of these projects usually
face challenges during planning and execution of their projects (Ali-Mohammed, 2010). Evidence

1 Zambia Airports Corporation Limited, P. O. Box 30175, Lusaka; +260 96 666 6986;
niassico@hotmail.com
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suggests that such projects are usually money pits and funds are simply ‘swallowed up’ without
achieving the required project objectives. This is as a result of the lack of information in assessing
risks and uncertainties, and not taking corrective actions to mitigate the identified risks. For
example, Anthony (2012) asserted that airport projects more often fly off course than other types
of infrastructure construction because they are more complicated and involve more uncertainty.
Project costs and completion time is often grossly underestimated.

It is generally accepted that not all risks can be removed but it is also accepted that identification
of risks and their proactive management can decrease the probability of occurrence, and in the
event that they do occur, their severity can be minimized with robust control processes and
mitigation in place. The delivery of KKIA therefore, presents Zambia Airports Corporation
Limited (ZACL) with a challenge in respect of airport construction risks. The key factors
contributing to this are: $365 million project financed through contracted loan from the Bank of
China; the scale of project not undertaken previously by ZACL; and ambitious technical
challenges to be delivered in an airport environment. The objectives are to deliver on time, within
budget, compliant with specifications that are safe while meeting customer needs and
expectations.

Against this background, the main objective of this research was to determine the key PESTEL
risks which affect project delivery in airport construction and recommend adequate risk
management strategies in order to improve their implementation. In order to achieve the main
objective, the following specific objectives were devised:

a) to identify and describe the significant risks associated with PESTEL problems for
airport construction projects;

b) to quantify the qualitative PESTEL risk effects on project objectives and rank them in
relation to their influence on project objectives; and

c) to determine the key PESTEL risks having a significant impact on project delivery.

2. Literature review and the conceptual framework
2.1  Characteristics of airport projects

An airport industry is a very large investment with a high level of impact on a region’s
economic values and development. Airport projects developments in the relevant body of
literature are noted to be characterized by sizeable risks during construction. The common
perception is that airport projects often exhibit typical managerial problems that make them
complex technologies when initiated and developed. Figure 1 illustrates the features of an airport
construction environment, which distinguish it from any other construction sector.

2.1.1 Size, scope and cost

One characteristic of airport projects is the wide range of their costs. Airport projects cover a wide
variety consisting of both horizontal and vertical projects ranging in cost from few thousand
dollars to hundreds of millions of dollars (ACRP, 2009).

2.1.2 Security

Another important attribute of airport projects is security considerations. Airport area is usually
divided into two parts: air-side which comprises runways and other facilities beyond the terminals
and land-side which includes an airport’s interface with ground transportation (Reid 2007). The
air-side is a secured non-public portion of an airport where movement of the construction
personnel and equipment is controlled. On the other hand, the land-side excluding terminals is the
non-restricted area which includes area and buildings that both travelling passengers and the non-
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travelling public have unlimited access to. Construction in secured zone of airports involves
difficulties in providing the security which is time-consuming and costly. Based on studies, it has
been found that the cost of construction in areas beyond the security checkpoints is 15 to 25
percent more than similar projects which are outside the secured area (Adrem et. al., 2006). This
cost difference has numerous reasons among them; workers must be issued special security
badges to enter the secure air-side/terminal regions. This requires completion of a security
clearance process which takes time; all vehicles and drivers must get special licences; also,
because of the existence of the expensive aircraft and flammable material in the air-side, the
contractor must take into account the various safety regulations which are not necessary in the
land-side projects. All of these issues reduce the daily production rate of construction adding time
and money to the airport project.

Special Systems &
AIRPORT CONSTRUCTION 5 Specifications

...................

Various activities &
functions

Fig. 1: Characteristics of airport construction projects (Nasser, 2013 & Ahmad, 2015
(modified))

2.1.3  Special systems and specifications

“Airport projects have a whole series of special systems which are seen nowhere else, on an
enormous scale.” (ENR, Dec 2003). These systems add to the complexity of airport projects.
Some experts compare an airport to a body with multiple systems of interdependent organs; a
failure in one system can shut down the entire terminal. Also, airports usually undergo additional
or removal of the existing facilities instead of building a new one. This process causes many
problems like establishing the terms of contract (allocation of responsibilities to project
participants especially the contractors) and ensuring that the new additions are designed in a
compatible way with the existing facilities in terms of style and material. The challenge is how to
integrate the new and old facilities which should be accomplished in an effective manner (Adrem
et. al, 2006).

2.1.4 Various activities and functions

Various activities and functions within airports require the design outline and specification to be
established and prepared by an airport operator/administrator prior to involvement of construction
practitioners (Adrem et. al, 2006). Consequently, designers’ and contractors’ responsibility levels
for design and/or functional quality can be reduced. It may also limit the advantages of their
knowledge and technical experiences.

2.1.5 Funding

Airport construction projects are usually funded by government or public and private
partnerships. In the conventional approach to project development, government is the project
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promoter and financier while private firms who actually conduct the project are intended to do
the best-case feasibility studies, produce the designs, and earn additional profits. Thus, these
projects must be delivered within budget and expected quality to get public and political support
for much-needed airport infrastructure.

2.1.6 Many stakeholders

Due to various activities conducted in the airport and the far-reaching effect of some airport
projects (such as construction of new or expansion of existing runways), there are many different
stakeholders in the construction project. All stakeholders want to optimize the design based on
their concerns that are sometimes conflicting. For instance, entities interested in the commercial
aspects of the airport operation may prefer a design that exposes the passengers to as many stores
as possible, while entities concerned with terminal operations may prefer that passengers take the
shortest possible route throughout the airport. This causes challenges for those in charge of the
project to reach an agreement that may increase the development phase of the project (Adrem et
al., 2006).

2.2  Typical problems associated with construction projects

Constructing an airport facility takes a long time and usually involves a large capital investment.
Airport projects are often portrayed in literature to experience typical problems such as cost
overrun, schedule slippage and the failure to meet stakeholders’ needs or to deliver the intended
outcome (Gould, 2002). Ahmed et al., (2002), emphasized that delay on construction projects are
a universal phenomenon and are usually accompanied by cost overruns. These have a debilitating
effect on contractors and consultants in terms of growth in adversarial relationships, mistrust,
litigation, arbitration, cash-flow problems, and a general feeling of trepidation towards other
stakeholders. Several studies have been undertaken on factors causing project time overruns
(delay), cost overruns, quality deficiency. and other specific risks in different types of airport
project development. These studies usually focus on specific aspects of project performance.

2.2.1 Review of delays in construction projects

According to Pickavance (2005) the word “delay’’ in construction refers to something happening
at a later time than expected, planned, specified in a contract or beyond the date that the parties
agreed upon for the delivery of a project. On the other hand, Lo et al. (2006) defined delay as the
slowing down of work without stopping construction completely and that can lead to time overrun
either beyond the contract date or beyond the date that the parties have agreed upon for the
delivery of the project. Delay can lead to many negative effects such as disputes and legal actions
between project owners and contractors, project cost overruns, loss of productivity and revenue,
and contract termination. While schedule delays seem to be embedded in all projects, subsequent
delay-related disputes can be avoided by identifying the main causes and preventing these
problems from occurring. Increasingly, realistic ‘construction time’ has become important
because it serves as a crucial benchmark for assessing the performance of a project and the
efficiency of the contractor (Chan and Kumaraswamy, 2002). A consolidated literature review
was therefore carried for the better understanding of the overall picture of the issues.

A study carried out by the World Bank (2009) reported that the overrun for many projects varied
between 50% - 80%. In the United Kingdom, 70% of government construction projects were
delivered late as reported by the National Audit Office (2001). The Building Cost Information
Service [BCIS], (2012) conducted a similar research and found that nearly 40% of all studied
projects had overrun the contract period. These delays were mainly caused by factors related to
financial and payment problems, insufficient experience, improper planning, shortage of
materials and equipment, and poor site management as pointed out in a study by Safer et al.,
(2012). In a study conducted in Hong Kong region, Tommy et al., (2006) revealed that natural
ground conditions, poor communication, manpower problem and insufficient knowledge on work
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are the delay related risks in construction projects. The construction of the King Abdul Aziz and
Riyadh International Airports, and Araar Domestic Airport in the Kingdom of Saudi Arabia are
other airport projects that have faced schedule overruns (Ahmad, 2015). Jyh-Bin et al., (2010)
concluded that delays in construction are universal phenomena and always accompanied by cost
and time overruns and it is thus essential to identify the actual causes of delay. This will minimize
and avoid delays and their corresponding expenses.

2.2.2 Review of cost overruns in construction projects

Since Biblical times, cost overruns have been a fact of life as seen in (Luke, 14:28-NIV, 2005),
“Suppose one of you wants to build a tower. Will he not first sit down and estimate the cost to see
if he has enough money to complete it?” cost overruns are a worldwide phenomenon. They are
normally a source of conflict among clients, consultants and contractors on the issue of project
cost variation and create a significant financial risk to clients. The history of the construction
industry, however, is full of projects that were completed with significant cost overruns despite
the risks involved (Garry, 2005). In a study by Flyvbjerg et. al., (2002, 2006 and 2009), nine out
of ten projects had cost overruns in transport projects. The average overrun was found to be 45%,
34% and 20% for rail projects, bridges and tunnels, and road projects, respectively across 20
nations and five continents. On the Danish Great Belt rail tunnel, Flyvbjerg, (2009) found that the
cost of construction was about 120% over budget and was only made possible by revenues from
a nearby motorway bridge. This tunnel was opened in 1998 and happened to be the second-longest
underwater rail tunnel in Europe (Flyvberg, 2009).

In the Boston’s “Big Dig” project (also known as “Central Artery/Tunnel Project”), cost was
estimated in 1985 at US$6.0 billion from an originally proposed cost of $2.2 Billion. By 2006,
the project costs rose to US$15 Billion (143% cost escalation), with 73% of the cost being
subsidized by taxpayers (Murphy, 2008). The purpose of the project was to build a 3 kilometer
stretch of underground highway through the heart of Boston, replace the existing highway above-
ground with green space, and build a tunnel from Boston beneath the Boston Harbour to Logan
International Airport in East Boston.

The Denver International Airport in Germany, cost the city $560 million over budget, and
performed just a fraction of its original goals according to a study by Ashley (2014).

The above examples clearly indicate that the construction cost and time estimating on airport
infrastructure projects still remain a challenge. According to Flyvbjerg et al. (2002), new ideas
and techniques are needed to develop and improve this area where there is knowledge gab. One
of the main reasons for airport construction cost and time overruns in Flyvbjerg’s study was that
“risk is simply disregarded in feasibility studies by assuming what the World Bank calls the EGAP
principle: Everything Goes According to Plan.” This approach, however, has resulted in delays,
litigation and budget overruns (Hayes et al., 1986). According to Leung and Chuah (1998), an
effective risk management can help project managers to identify and assess potential risk factors
and take suitable actions in order to achieve the desired project objectives. However, many project
stakeholders’ analyze and assess risk based on experience and intuition (AI-Bahar, 1988).

2.3 Risk management process

The BS 31100:2011 recognizes the risk management process as “an essential part of good
management” and defines it as the “effect of uncertainty upon objectives”. The risk management
process has five phases which include initiation, identification, analysis, response planning and
control as stated by Del Cano and de-La Cruz (2002). They (Del Cano and de-La Cruz, 2002) also
established that these five phases were also recognized by leading project risk management guides
such as the Project Risks Analysis and Management Guide (PRAM) and the Project Management
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Body of Knowledge (PMBOK). Figure 2 indicates a simplified version of a systematic risk
management process obtained from ISO 31000:2009 which has been adopted in this research.
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Fig. 2: Risk Management Process (1SO 31000, 2009)

2.4 Conceptual framework

Figure 3 is a representation of the conceptual framework for the applications of risk management
in airport construction projects based on literature and theories of past researchers. The problem
at hand is the project risk factors (PESTEL risk factors) which affect project cost, time and quality
objectives. The framework placed risk management in the context of project decision making
while considering the over-lapping contexts of behavioral responses, organization structure, and
technology. The project objectives and construction risk management objectives should clearly
be established within the context of project decision-making, and will be governed largely by the
attitude of project stakeholders towards risk. The framework for risk management provides an
effective and systematic way for quantitatively identifying, analyzing, and responding to risk in
airport construction projects. In this framework, emphasis is placed on how to identify and
manage PESTEL risks before, rather than after, they materialize into losses or claims.
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Figure 3: Conceptual framework of risk management in airport construction projects (Author,
2016)

3. Research methodology

3.1 Research design

In addressing the key research objectives, it was important to adopt an appropriate approach,
which would enable appropriate data collection, analysis and interpretation of the findings for the
benefit of practitioners and researchers. Consequently, the study commenced with an extensive
literature review which provided profound opportunity to enable the author to understand related
subjects of risks management in construction projects and to identify an appropriate theoretical
framework for the study. Following the literature review, a post positivism research paradigm
was adopted to reflect the methodological approach involved. To this effect, qualitative and
guantitative approaches which included interviews and a structured questionnaire survey were
used in eliciting the main data using the expansion and upgrading of KKIA project as a case study.

3.2 Data analysis method

The survey feedback included three groups of data, the identification, the likelihood of occurrence
of each risk and its level of impact on project objectives. The risk significance index developed
by Shen et al. (2001) was used to assess the relative significance among risks identified. Equation
(1) below was used to calculate the significance score for each risk assessed by each respondent
with respect to the impact on project objectives.

1ij = ;i (1)
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Where 7;; = significance score assessed by respondent j for risk i; a;; = probability of occurrence
of risk i, assessed by respondent j; and g;; = degree of impact of risk i assessed by respondent j.

The RSIS which is used to rank risks is obtained by averaging the significance scores for each
risk as shown in Equation (2).

n

n
1 1
RSIS; = EZ by = Zrij (2)

j=1 j=1
Where; RSIS = risk significance index score for risk i on project objectives and n 